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Part I

Introduction

The development of functional nanostructures has become a very important and active
research area over the last decades. On the one hand the miniaturization of existing
technology moves more and more into the nanoscale regime. For example the distance
between two nodes on today’s commercially available microprocessors is just around 22
nm and will halve in size until 2015 [1]. On the other hand there is also strong interest in

Fig. 1.1: (a) Arrangements for measuring
the current through AI/S(n)/Me as used by
Kuhn et al. [2]. S(n) symbolizes a mono-
layer of the Cd salt of CH3(CH2)n−2COOH.
(b) Sketch of the experimental setup with
Me = Pb or AI. (c) Example of the rectifier
molecule as proposed by Aviram and Rat-
ner. (d) Sketch of the energy versus dis-
tance inside molecular junction based on
the molecule in (c) [3].

the development of new classes of devices
for instance combining electrical and me-
chanical functionality in nanoelectrome-
chanical systems [4] or nanogenerators
which harvest energy by means of piezo-
or thermoelectric effects [5, 6]. So far,
most of these technologies are still based
on silicon semiconductors and are fabri-
cated in a top-down approach miniatur-
izing macroscopic technology. But as the
dimensions of nanoscale devices slowly
approach the molecular level it seems
promising to work bottom-up, assem-
bling small (molecular) building blocks to
larger functional units. Based on these
ideas molecular electronics aims to ex-
plorer and to provide functional molecu-
lar structures for nanoscale devices.

The idea to design molecular structures
with specific electronic properties was in-
troduced already 40 years ago by Hans
Kuhn [2]. Kuhn and coworkers pro-
posed functional units on the basis of
predefined molecular systems. They
were able to form molecular junctions
based on Langmuir-Blodgett films con-
nected to metallic electrodes, to drive cur-
rent through them and to measure their
conductance [7, 8]. Their experimental
setup and the originally measured cur-
rent voltage characteristic are displayed
in Fig. 1.1a and b. A few years later Avi-
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ram and Ratner suggested theoretically the possibility of building a molecular rectifier
which works like a traditional diode based on an acceptor-donor system formed by
a single aromatic molecule [3]. The proposed molecule can be seen in Fig. 1.1c and
d. Kuhn as well as Aviram and Ratner already pointed out that it is crucial to be
able to manipulate and contact individual molecules in a controlled way. However,
it took another 10 years until the invention of the scanning tunneling microscope (STM)
which allowed for the first time the imaging, manipulation and contacting of individ-
ual molecules [9, 10]. Subsequently, by means of STM and mechanically controllable
break junctions (MCBJs) (see Fig. 1.2), transport measurements on atomic wires [11, 12]
were the first step towards the fabrication of single molecule junctions. The first mea-
surement of the current through an individual molecule was performed by Reed and
Tour in 1997 [13]. They succeeded in forming stable gold-benzene-1,4-dithiol junctions
by means of the MCBJ technique. Even though a lot of improvement in the experimen-
tal techniques has been achieved since then it remains a challenging task to perform
measurements at the single-molecule level. It is still an open question how to form reli-
able and reproducible molecular junctions because it has become clear that the electrode
geometry and the properties of the electrode-molecule interfaces play a crucial role in
the transport through single molecules. Therefore a lot of effort from the experimen-
tal side as well as from theory is put into gaining more control over the properties of
organic-inorganic interfaces. A promising attempt in this direction are new kinds of
anchoring groups, like amine or nitrile to link the molecules in a selective manner to
the electrodes [14, 15]. Presently it is still necessary to take the statistical nature of the
experiment into account and to determine conductance histograms by means of the sta-
tistical analysis of several hundreds or thousands of consecutive measurements on the
same STM or MCBJ setup [16]. Despite of all the challenges which still remain when
measuring the current through single molecules, also new concepts are introduced to
the field of molecular electronics, like for example thermoelectric- and optical-effects.
Reddy et al. showed recently that it is possible to determine thermoelectric properties
of molecular junctions. They measured by means of STM techniques the junction See-
beck coefficients of benzenedithiol-based molecules connected to gold electrodes [17].
Optical active organic materials are already used for example in organic light emitting
diods [18]. Marquardt et al. showed that it is also possible to fabricate optical active
single molecule junctions. They were able to trigger electroluminescence from a single
nanotube–molecule–nanotube system via the applied bias voltage [19].

Starting from the synthesis and design of specific molecules, over the charge trans-
port measurements to the interpretation of the data and finally also development of
applications, the field of molecular electronics requires a close collaboration between
experiment and theory as well as between different disciplines of science like chemistry,
physics and material science. As this thesis is dealing with the theoretical description of
charge transport through molecular junctions, we will briefly set the role of the theory
into the context of molecular electronics.

In the theoretical description of molecular junctions one has to deal with complex open
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Fig. 1.2: (a) Scanning electron microscope picture of a free-standing Au constriction
on top of a polyimide-coated stainless steel substrate. (b) Principle of a MCBJ. While
bending the flexible substrate using a push-rod, a metallic constriction can be broken to
form a pair of atomic sized contacts [20].

systems out of equilibrium. Even though it is possible to understand basic transport
properties by simplified models, it is essential from the applications point of view to
take the atomistic and chemical details into account. This can be achieved by combin-
ing ab initio electronic structure calculations with an appropriate transport formalism.
A convenient way to include the open boundary conditions and the nonequilibrium
properties of the system as well as the electronic structure is provided by the formu-
lation of the transport problem by means of nonequilibrium Green’s functions (NEGF)
[21]. In addition the NEGF technique allows in a systematic way to take additional
effects like electron-phonon [22] or electron-electron correlation [23] into account.

The three main tasks of the theory are on the one hand to interpret experimental data,
to gain insight into the underlying transport mechanisms and to relate them to specific
chemical and atomistic properties. On the other hand it is not possible to investigate
the virtually infinite number of molecular systems in experiment. But with increasing
insight into the transport mechanisms and systematic analysis, theory can provide pro-
posals for specific molecules or molecular systems with desired properties [24, 25].

Outline of this thesis

This thesis is split into three part. In the first part we deal with the theoretical de-
scription of the molecular junctions with respect to their electronic structure, vibra-
tional properties, and electric current. The aim is to extend the cluster-based density-
functional approach to quantum transport developed by Fabian Pauly et al. [26].
Thereby, additionally to the elastic current, the focus is mainly on providing also an
ab initio description of inelastic transport through atomic and molecular junctions due
to vibrations in the framework of Kohn-Sham density functional theory (KS-DFT). The
main task in the calculation of the electron-phonon coupling constants will be the
derivation of analytical formulas for the first derivatives of the KS-Operator and the
implemantation of the according matrix elements into the quantum chemistry package
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Turbomole [27]. Beside the inelastic current we also deal with the calculation of trans-
mission eigenchannel wave-functions within the NEGF formalism, which provide an
intuitive picture to interpret the transport properties of nanoscale devices.

After we have introduced the theoretical concepts in the first part, we will apply them
to specific atomic and molecular systems. Part II will thus mainly be concerned with
mono-atomic Pb and Al contacts. However, in the beginning we will first examine
a 4-atomic-long Au chain connected to Au electrodes. This system has been studied
extensively in the litrature, here it serves primarily as a test system to validate the im-
plementation of the inelastic tunneling spectra (IETS) calculations and of the procedure
to obtain the transmission eigenchannel wave-functions. For Pb and Al we will study
the evolution of the elastic current and of the IETS upon opening and closing of the
atomic junctions. We will relate distinct features in the elastic as well as inelastic con-
ductance during the opening and closing to atomic rearrangements inside the junctions.
To conclude this part we will compare the specific properties of Pb and Al.

The third part will deal with organic molecules connected to Au electrodes. On the one
hand we will explore the conductance properties of aromatic biphenyl-based molecules.
The presented results were obtained in close cooperation with experiments conducted
in the group of Thomas Wandlowski at the University of Bern. We show that the molec-
ular conformation as well as the molecule-metal interface have a large influence on the
electric conductance and on the thermoelectric properties, respectively. The importance
of the degree of the π-electron conjugation for the conduction properties is illustrated
by means of the transmission eigenchannels of the system. On the other hand we are
investigating aliphatic octane-dithiol and octane-diamine molecules. This part is based
on experiments performed in Elke Scheer’s group at the University of Konstanz. The ex-
perimentally obtained signatures of electron-phonon interaction are assigned to specific
molecular vibrations by comparing experimental and calculated IETS. Special attention
will be paid to the comparison of the thiol and amine linkers with respect to the vibra-
tions between the anchoring groups and the gold electrodes.

Every chapter of this thesis starts with a brief overview and concludes with a short
summary of the results. In the end of this thesis we summarize all the results and give
an outlook on possible extensions and further investigations.
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Part II

Theoretical description of molecular
junctions: electronic structure,
vibrational properties and electric
current

Introduction

In this part we present the theoretical framework required for this thesis. In Section 2 we
derive the adiabatic approximation and the closely related Born-Oppenheimer approx-
imation, the latter is the basis or at least the starting point for almost all solid state and
molecular calculations dealing with electronic or vibronic properties. Then we show
how the first order contribution to the electron-phonon interaction and the harmonic
approximation for the lattice vibrations can be obtained from the adiabatic approxi-
mation. Even though we could have started directly from the electronic Hamiltonian
using the harmonic approximation for the lattice vibrations the derivation is very in-
structive and provides important insights into the physical processes and the validity
of the Born-Oppenheimer approximation. Most of this chapter is based on the excellent
book from Max Born and Kun Huang on “Dynamical theory of lattice dynamics” [28]
and the works by Chester and Houghton [29, 30].

In Section 3 we introduce the Kohn-Sham density functional theory (KS-DFT) approach
to electronic structure and vibrational properties of molecular systems. For this intro-
duction to KS-DFT we follow mainly Ref. [31], focusing thereby on the basic concepts
and the relevant formulas rather than giving complete derivations and proofs. Then
we introduce the linear combination of atomic orbitals (LCAO) Ansatz which is used
to solve the KS-equation numerically. For the calculation of the vibrational modes the
second derivative of the total energy is necessary. We shortly sketch how it can be ob-
tained analytically within the LCAO Ansatz. A more detailed derivation is given for
the analytic first-order derivative of the KS-Operator as this is the central quantity in
the calculation of the electron-phonon coupling constants.

All the calculations of the electronic structure and vibrational properties presented in
this work were performed with the quantum chemistry package TURBOMOLE [27].
To calculate electron-phonon coupling constants from first principles, we implemented
them during this thesis into TURBOMOLE.

Section 4 deals with the quantum description of electron transport through molecular
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junctions. First we derive the Meir-Wingreen formula for the current through an inter-
acting region by means of NEGF techniques. For the case of noninteracting electrons the
Meir-Wingreen formula reduces to the well known Landauer formula. On its basis we
introduce the concept of transmission eigenchannel and present a procedure to calculate
the eigenchannels wave-functions directly in the NEGF formalism. Then we show how
thermoelectric properties can be described within the Landauer formalism. We will fo-
cus on the calculation and interpretation of the thermopower. After we have dealt with
the elastic properties we take advantage of the general Meir-Wingreen formula to take
into account inelastic correction to lowest non-vanishing order in the electron-phonon
interaction.

2 Electronic and nuclear Hamiltonian

2.1 Adiabatic and Born-Oppenheimer approximation

The non-relativistic Hamiltonian for a system consisting of A atoms of masses MI with

atomic number (charge) ZI , and N =
N
∑

I=1
ZI electrons is given by

Ĥ = T̂I + T̂e + V̂ee(~r) + V̂I I(~R) + V̂eI(~r, ~R) (2.1)

with the kinetic energy of the nuclei

T̂I =
L

∑
I=1

1
2MI

P̂2
I (2.2)

and electrons

T̂e =
N

∑
α=1

1
2me

p̂2
α, (2.3)

the repulsive electron-electron interaction

V̂ee(r) =
1
2

N

∑
ij,i 6=j

e2∣∣~ri −~rj
∣∣ , (2.4)

the repulsive nucleus-nucleus interaction

V̂I I(r) =
1
2

L

∑
I J,I 6=J

e2ZIZJ∣∣∣~RI − ~RJ

∣∣∣ , (2.5)
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and the attractive electron-nucleus interaction

V̂eI(r) = ∑
i

v(ri) = −∑
iI

e2ZI∣∣∣~ri − ~RI

∣∣∣ . (2.6)

Here ~R = {~RI} and~r = {~ri} denote all nuclear and electronic positions at once, P̂I =

−i~∇~RI
is the momentum operator of the I-th nucleus at position ~RI and p̂i = −i~∇ri is

the momentum operator of the i-th electron at position~ri respectively. For simplicity
we omit the “hat” on the momentum and position operators in the following. The time-
independent Schrödinger equation corresponding to the above Hamiltonian (Eq. (2.1))
is given by

Ĥ(~r, ~R)
∣∣∣Ψ(~r, ~R)

〉
= E

∣∣∣Ψ(~r, ~R)
〉

. (2.7)

In the Hamiltonian given by Eq. (2.1) the scale of the kinetic energy of the nuclei is
much smaller than all the other contributions and given by me/MI ≈ 10−4 − 10−5 � 1
[32]. Hence it seems plausible to neglect the kinetic energy of the nuclei in zeroth order.
Therefore we split the full Hamiltonian (Eq. (2.1)) in the following way,

Ĥ = Ĥe + T̂I + V̂I I(~R), (2.8)

gathering all terms which depend on the electronic coordinates in

Ĥe = T̂e + V̂ee(~r) + V̂eI(~r, ~R). (2.9)

For a fixed set of nuclear coordinates ~R we can then define a “clamped-nuclei"
Schrödinger equation for the electronic part which depends just parametrically on ~R

Ĥe
∣∣∣φα(~r; ~R)

〉
= εα(~R)

∣∣∣φα(~r; ~R)
〉

. (2.10)

As the solutions
∣∣∣φα(~r; ~R)

〉
to Eq. (2.10) form a complete set of basis states for all ~R, we

can choose as an Ansatz for the solution of the full Schrödinger equation (Eq. (2.7)) an
expansion of the form [28] ∣∣∣Ψ(~r, ~R)

〉
= ∑

α

χα(~R)
∣∣∣φα(~r; ~R)

〉
. (2.11)

Inserting this Ansatz into Eq. (2.7) and multiplying from the left with the electronic

wave-function
〈

φβ(~r; ~R)
∣∣∣ yields(

T̂I + V̂I I(~R) + εβ(~R)
)

χβ(~R) + ∑
α

Ĉβαχα(~R) = Eχβ(~R) (2.12)

with
Ĉβα = Âβα + B̂βα, (2.13)
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Âβα = −∑
I

1
MI

〈
φβ(~r; ~R)

∣∣∣~∇~RI
φα(~r; ~R)

〉
~∇~RI

(2.14)

and
B̂βα = −1

2 ∑
I

1
MI

〈
φβ(~r; ~R)

∣∣∣~∇2
~RI

∣∣∣φα(~r; ~R)
〉

. (2.15)

If we assume that the electronic wave functions
〈
r
∣∣φα(~r; ~R)

〉
= φα(~r; ~R) are purely real

(no magnetic fields), we find for the diagonal terms Âαα = 0. Splitting Ĉβα into diagonal
and off-diagonal contributions we can rewrite Eq. (2.12)(

T̂I + V̂I I(~R) + εβ(~R) + Ĉββ

)
χβ(~R) + ∑

α 6=β

Ĉβαχα(~R) = Eχβ(~R). (2.16)

The off-diagonal part Ĉβα gives rise to non-adiabatic transitions between different elec-
tronic states. In contrast to this B̂ββ yields adiabatic corrections to a fixed electronic
state. Neglecting the off-diagonal terms leads to the so called adiabatic approximation,
where we have for each electronic state a Schrödinger equation for the nuclei moving in
an effective potential due to the electrons(

T̂I + VI I(~R) + εβ(~R) + B̂ββ

)
χβ(~R) = Eχβ(~R). (2.17)

This result can be further simplified by neglecting also the diagonal terms B̂ββ. This
is then the so called Born-Oppenheimer approximation. Both the adiabatic as well as
the Born-Oppenheimer approximation lead to a decoupled system of equations with
no coupling between different nuclear statesχβ(~R). Before continuing we make short
remark on the validity of the adiabatic approximation. The corrections due to Âβα and
B̂βα are of the order of (me/MI)

3/4 and (me/MI) respectively [33]. In this sense the
separation of the electronic and nuclear motion seems plausible. However the gradient
term in Eq. (2.14) can be brought into the following form [33]

〈
φβ(~r; ~R)

∣∣∣~∇~RI
φα(~r; ~R)

〉
=

〈
φβ(~r; ~R)

∣∣∣~∇~RI
Ĥel

∣∣∣φα(~r; ~R)
〉

εα(~R)− εβ(~R)
. (2.18)

From this we find the condition that as long as the energy surfaces εα(~R) are well sep-
arated the coupling remains small. For εα(~R) ≈ εβ(~R) however, the correction can
become very large and the adiabatic approximation breaks down. In the following we
assume that all the electronic states are well separated and that we can hence neglect
the non-adiabatic coupling.

2.2 Electron-phonon coupling and harmonic approximation

Now we assume that we are in an equilibrium configuration ~R(0)
I of the nuclei and

that we can treat the displacements ~QI of the nuclei as small perturbations. Following
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Refs. [29] and [30] we set ~RI = ~R(0)
I + ~QI = ~R(0)

I + κ~uI . The dimensionless expansion
parameter is given by κ = (me/M)1/4 (where M = 1836×me is the proton mass) and
chosen such that the leading (second) order term in the nuclear Schrödinger equation
Eq. (2.17) gives rise to harmonic oscillations of the lattice. In the electronic Schrödinger
equation (Eq. (2.10)) we expand Ĥel to leading order in κ

Ĥel = Ĥel
∣∣
~u=0 + κH(1)

el = Ĥel
∣∣
~R=~R0

+ ∑
I

~Q · ~∇~RI
Ĥel

∣∣∣
~R=~R0

(2.19)

where ∑I ~Q · ~∇~RI
Ĥel describes the electron-phonon interaction.

To find a zeroth order approximation for the nuclear wave functions we expand both
sites of the nuclear Schrödinger equation (Eq. (2.17)) and sort the resulting terms in
powers of κ, where the kinetic energy term T̂I is of the order of κ2[(

V̂(0)
I I + ε

(0)
β − E(0)

)
χ
(0)
β

]
+
[(

V̂(0)
I I + ε

(0)
β − E(0)

)
χ
(1)
β +

(
V̂(1)

I I + ε
(1)
β − E(1)

)
χ
(0)
β

]
κ (2.20)

+
[(

V̂(0)
I I + ε

(0)
β − E(0)

)
χ
(2)
β +

(
V̂(1)

I I + ε
(1)
β − E(1)

)
χ
(1)
β

+
(

T̂I/κ2 + V̂(2)
I I + ε

(2)
β − E(2)

)
χ
(0)
β

]
κ2 = 0 (2.21)

From the zeroth order term follows V̂(0)
I I + ε

(0)
β = E(0). The first order term gives V̂(1)

I I +

ε
(1)
β = E(1) = 0 since E(1) vanishes for the equilibrium geometries (for a more rigorous

treatment see Ref. [28]). Therefore χ
(0)
β is determined from the second order term κ2(

T̂I/κ2 + V̂(2)
I I + ε

(2)
β

)
χ
(0)
β = E(2)χ

(0)
β . (2.22)

Defining the Hessian-matrix HIk,Jl =
∂2
(

V̂I I(~R) + εβ(~R)
)

∂RIk∂RJl
and with the help of ~QI =

κ~uI we can bring the nuclear Hamilton operator ĤI = κ2
(

T̂I/κ2 + V̂(2)
I I + ε

(2)
β

)
into the

following form

ĤI =
1
2

(
NI

∑
I=1

{x,y,z}

∑
k

1
MI

P2
Ik +

NI

∑
I,J=1

{x,y,z}

∑
k,l

QIkHIk,JlQJl

)
. (2.23)

By rescaling the coordinates according to pIk =

√
1

MI
PIk and qIk =

√
1

me
QIk we express

the nuclear Hamilton operator as [32]

ĤI =
1
2
(pt · p + qt · D · q), (2.24)
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where we have introduced the impulse pt = (p1, ..., p3N) and position qt = (q1, ..., q3N)
vectors , and the dynamical matrix

DIkJl =
1√

MIk MJl
HIk,Jl. (2.25)

The dynamical matrix D can be diagonalized by a unitary transformation to normal
coordinates p̃ = ( p̃1, ..., p̃3N)

t = C· p and q̃ = (q̃1, ..., q̃3N)
t = C· q

C† · D · C = Ω =

 ω2
1 . . . 0

... . . . ...
0 · · · ω2

3N

 , (2.26)

where C is normalized according to C†C = 1. Expressed in normal coordinates

ĤI =
1
2

3N

∑
i=1

(
p̃2

i + ω2
i q̃2

i

)
(2.27)

becomes a Hamilton operator of 3N independent harmonic oscillators. For this we need
the second derivatives of the nucleus-nucleus potential V̂I I(~R) and the second deriva-
tives of the total electronic energy εβ(~R). The contribution arsing from bare nuclei-
nuclei interaction can directly be obtained by taken the second derivative of V̂I I(~R) at
~R0. For the electronic part we show in Section 3.2 how the second derivatives of the
total electronic energy can be calculated within DFT.

3 Approximate electronic and vibrational structure

3.1 Kohn-Sham Density Functional Theory

In this section we describe the basics of KS-DFT which is used to find a solution to the
ground state of the electronic part Ĥel (Eq. (2.9)) of the many-body Hamiltonian intro-
duced in Section 2.1. This Hamiltonian describes N electrons moving in the “external”
potential of the nuclei Vext = VeI(r) = ∑i v(ri). The external potential Vext in DFT is
not restricted to the choice we made, as a matter of fact it can be any kind one-particle
potential [31]. However if we are referring to the external potential Vext in the follow-
ing, we always have in mind the coulomb interaction VeI between the electrons and the
nuclei.

The usual way to obtain the ground state properties of some specified system would
be to choose v(~r), which means to specify the atomic coordinates of the desired sys-
tem, setup up the according Schrödinger equation and solve for the ground state wave-
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functionΨ, from which the expectation values of the desired observables can be calcu-
lated. This scheme can be summarized as

v(~r) SE
=⇒ Ψ(~r1, ...,~rN, ~R1, ..., ~RM)

〈Ψ|...|Ψ〉
=⇒ expectation values. (3.1)

However it is complicated is to find the ground state wave-function or a good approx-
imation to it. A variety of different methods exist to tackle this problem; perturba-
tive approaches like Møller–Plesset perturbation theory [34], or expansion of the wave-
functions in terms of Slater determinants like configuration interaction [35] and many
others. All of these approaches have a common drawback. They can not be applied to
larger molecular system or even solids and hybrid systems, because they are all compu-
tationally very demanding.

An conceptually different approach is taken by DFT. It replaces the wave-function as
principle variable, by the ground state electron density n0(~r) and maps the full many
body problem onto an effective single particle problem. Expressed in the same sense as
above, in DFT the ground state electron density, fixes the ground state wave-function
which in turn determines the potential and all other observables. This can be depicted
by the following scheme [31]

n0(~r) =⇒ Ψ(~r1, ...,~rN, ~R1, ..., ~RM) =⇒ v(~r) . (3.2)

The basis for the statement above is provided by the Hohenberg-Kohn theorem. Here
we state the theorem without proof. They can be found in the original work by Hohen-
berg and Kohn [36] or any textbook on DFT e.g. [37, 38, 39]. For simplicity we consider
in Eq. (3.2) and below only the non degenerate ground state for a closed-shell system.
The generalization to degenerate ground states and spin polarized systems is possible
without any conceptional problems, e.g. [37, 38, 39].

The Hohenberg-Kohn theorem for a non degenerate ground state of a N−electron sys-
tem can be summarized in the following three statements [40] :

1. There exists a one-to-one correspondence between the ground state electron den-
sity n0(~r) and the external potential Vext(~r) experienced by electrons. Thus the ex-
ternal potential and hence the Hamiltonian is uniquely determined by the ground
state density alone.

2. The ground-state energy E0 of a system with some external potential Vext(~r) can
be obtained from n0(~r), which means that the ground state energy is a functional
of the density, E[n] which gives the ground state energy if and only if n is the true
ground state density n0. That the following variational principle holds for any
electron density n

E0 = E[n0] ≤ E[n]. (3.3)

The ground state energy can be expressed in terms of some universal functional
F[n] = T[n] + Vee[n] which does not depend on Vext(~r) and one determined from
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the external potential V[n] =
∫

dr3Vext(~r)n(~r),

E[n] = F[n] + V[n] = F[n] +
∫

dr3Vext(~r)n(~r). (3.4)

The Hohenberg-Kohn theorem presented above is the basis of DFT, but almost all prat-
ical applications of DFT are based on the scheme introduced by Kohn and Sham [41],
leading to Kohn-Sham Density-Functional-Theory (KS-DFT). The idea of KS-DFT is to
construct a reference system of N non-interacting electrons moving in some effective
external potential with the same ground state density as the full interacting many body
problem. The associated Hamilton operator is

Ĥs = −
1
2

N

∑
i=1
∇2

i + Vs(~r) (3.5)

since Vee vanishes by assumption and the ground state density in terms of the auxiliary
orbitals ψi(~r) is given by

ns(~r) =
N

∑
i=1
|ψi(~r)| . (3.6)

To proceed further we rewrite the energy functional (Eq. (3.4)) of the interaction system
(Eq. (2.9)) as

E[n] = Ts[n] + J[n] + Exc[n] +
∫

dr3Vext(~r)n(~r) (3.7)

where the exchange-correlation energy

Exc[n] = T[n]− Ts[n] + Vee[n]− J[n] (3.8)

is the difference between the kinetic energy T of the interacting system and the kinetic
energy Ts of the non-interacting reference system plus the difference of the full electron

electron interaction Vee and the Hartree energy J[n] =
1
2
∫

dr3
∫

dr′3
n(~r)n(~r′)
|r− r′| .

From the variational principle (Eq. (3.3)) it follows that the functional derivative of E[n]
with respect to n has to vanish for n = n0, which means n0 is determined from an Euler
equation

δE[n]
δn

∣∣∣∣
n=n0

=
δF[n]

δn

∣∣∣∣
n=n0

+ Vext(~r)|n=n0
= 0. (3.9)

This holds on the one hand for the non interacting reference system (Eq. (3.5))

δEs[n]
δn

=
δTs[n]

δn
+ Vs(~r) (3.10)

and on the other hand also for the interacting system (Eq. (2.9))

δE[n]
δn

=
δTs[n]

δn
+ Vext(~r) + J(~r) + Vxc(~r), (3.11)
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where J(~r) =
∫

dr3 n(~r)
|r− r′| is the Hartree potential and the exchange-correlation po-

tential Vxc(~r) =
δExc[n]

δn
is formally given as the functional derivative of Exc with re-

spect to the density. Comparing Eq. (3.10) and Eq. (3.11) one finds that for Vs(~r) =
Vext(~r) + J(~r) + Vxc(~r) both Euler equations deliver the same ground state density
ns(~r) = n0(~r). Therefore one can solve instead of the interacting system (Eq. (2.9))
the effective single particle Schrödinger-like Kohn-Sham (KS) equations(

−1
2

N

∑
i=1
∇2

i + Vext(~r) + J(~r) + Vxc(~r)

)
ψi(~r) = εiψi(~r). (3.12)

In practical applications one needs to use some approximation for Vxc(~r) because the ac-
tual functional expression of Exc[n] is unknown. The most widely used approximations
are the local density approximation (LDA) [42, 43, 44, 45] and the generalized gradi-
ent approximations (GGA) [46, 47, 48, 49] but there exist more families of exchange-
correlation functionals. Discussion of the different functionals is not the scope of this
thesis but can be found in any standard textbook on DFT e.g. [37, 38, 39].

3.1.1 Linear combination of atomic orbitals Ansatz

To solve the KS equations (Eq. (3.12)) one needs to employ some Ansatz for the the KS
orbitals {ψi(~r)} which can be handled computationally. Here we will consider the so
called linear combination of atomic orbitals (LCAO) Ansatz.. Therefor the KS orbitals
are conveniently expanded in a (not necessarily orthogonal) finite basis-set

{
φµ(~r)

}
ψi(~r) =

L

∑
µ=1

cµiφµ(~r) (3.13)

where the expansion coefficients cµi and the basis functions φµ(~r) are assumed to be
real in the following. Inserting this expansion into the KS equation (Eq. (3.12)) yields
the algebraic equations

L

∑
ν=1

(
Fµν − εiSµν

)
cνi = 0, (3.14)

with the overlap matrix

Sµν =
〈
µ
∣∣ν〉 = ∫

dr3φ?
µ(~r)φν(~r) (3.15)

and the Kohn-Sham-Fock (KSF) matrix which is defined as the matrix elements of the
KSF operator

F̂ = ĥ + Ĵ + V̂xc (3.16)
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and given by

Fµν =
〈
µ
∣∣F̂∣∣ν〉 = ∫

dr3φ?
µ(~r)F̂φν(~r) = hµν + Jµν + Vxc

µν . (3.17)

Where

ĥ = − h̄2

2me
∇2 −∑

I
VI(~r) (3.18)

is the one electron operator with VI(~r) =
e2ZA∣∣~r− ~RI

∣∣ ,
Ĵ = ∑

σλ

Pσλ

∫
dr′3φ?

σ(~r
′)

e2∣∣~r−~r′∣∣φλ(~r′) (3.19)

is the Coulomb operator with the density matrix (with a factor two for the spin degree
of freedom)

Dσλ = 2
N/2

∑
i=1

cσicλi (3.20)

from which the ground state electron density can be obtained as

n(~r) = ∑
µν

φµ(~r)Dµνφν(~r). (3.21)

The last part in the KSF operator is the exchange-correlation operator

V̂xc = Vxc(~r), (3.22)

the matrix elements Vxc
µν are related to the exchange-correlation energy via

Vxc
µν =

∂Exc

∂Dµν
. (3.23)

The exchange-correlation energy is either defined via the exchange-correlation energy
functional f (n(~r)) as

Exc =
∫

d3~r f (n(~r)) (3.24)

or by the exchange-correlation energy density εxc(n(~r)) as [37]

Exc =
∫

d3~rn(~r)εxc(n(~r)). (3.25)

With in LCAO Ansatz the total ground-state energy can be expressed as

E = ∑
µν

Pµνhµν +
1
2 ∑

µνκλ

DµνDκλ

(
µν
∣∣κλ
)
+ Exc, (3.26)
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and is directly related to the KSF matrix

Fµν =
∂E

∂Dµν
, (3.27)

where we have introduced the standard notation for the Coulomb type integrals in
quantum chemistry [35]

(
µν
∣∣κλ
)
=
∫

dr
∫

dr′3φ?
µ(~r)φν(~r)

e2∣∣~r−~r′∣∣φ?
κ (~r
′)φλ(~r′) (3.28)

The above equations yield a set of coupled integral equations which have to be solved
self-consistently because the KS-matrix itself depends on the expansion coefficients
which are obtained by diagonalizing the eigenvalue problem given by Eq. (3.14). Since
the so obtained KS-orbitals are eigenfunctions of the hermitian KSF operator, they are
orthogonal and are chosen to fulfill the following orthonormality relation

〈
ψi(~r)

∣∣∣ψj(~r)
〉
=

L

∑
µ=1

L

∑
ν=1

cµiSµνcνj = δij. (3.29)

So far we have just considered the closed-shell case. Hence the spin degree of freedom
just appears as a factor of 2 in the density matrix (Eq. (3.20)). The extension to the un-
restricted case is straightforward. The total number of electrons is than given by the
sum of the electrons in α−orbitals and β−orbitals respectively, N = Nα + Nβ. The one-
electron and coulomb part do not depend explicitly on the spin degree of freedom but
via the exchange-correlation part the KS-matrix depends explicitly on the spin. There-
fore we have to solve two coupled KS-equations yielding separate KS-orbitals for spin
α and β, respectively.

One possibility for the choice of the actual basis-set would be Slater-type orbitals which
are known as the analytical solution of hydrogen like atoms, they exhibit an exponential
decay at long range and have the correct analytical behavior at short distances, i.e. they
fullfil the cusp condition at the nuclear position [50]. But on the other hand the calcu-
lation of overlap and Coulomb integrals is computationally very expansive. Therefore
one takes advantage of the fact that the Slater orbitals can be approximated by Gaus-
sian type orbitals [51] for which the overlap and Coulomb integrals can be calculated
semi-analytically and efficiently [52, 53, 54].

3.2 Phonons within DFT

As shown in Section 2.2 we need to diagonalize the dynamical matrix (Eq. (2.25)) to
obtain the phonon modes in the harmonic approximation. For this we need the Hessian
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matrix of the total electronic energy and of the nuclear repulsion energy VI I . Hence we
have to calculate the second derivative of both quantities with respect to the Cartesian
components of the atomic coordinates ~RI evaluated at their equilibrium positions ~R(0)

I .
For the classical nuclear repulsion energy VI I this is a trivial task as we can take the
second derivative directly. For the total electronic energy, however, we have to take
the second derivative of the DFT ground state energy (Eq. (3.26)). In the following we
will use the abbreviation ∂/∂a for the derivative with respect to one of the Cartesian
components of the atomic coordinate ~RA. Differentiating the total energy (Eq. (3.26))
with respect to a gives

∂E
∂a

= ∑
µν

Dµν
∂hµν

∂a
+

1
2 ∑

µνκλ

DµνDκλ

∂
(
µν
∣∣κλ
)

∂a
+ ∑

µν

Dµν

(〈∂µ

∂a
∣∣Vxc∣∣ν〉+ 〈µ∣∣Vxc∣∣∂ν

∂a
〉)

+∑
µν

∂Dµν

∂a
hµν + ∑

µνκλ

∂Dµν

∂a
Dκλ

(
µν
∣∣κλ
)
+ ∑

µν

∂Dµν

∂a
Vxc

µν . (3.30)

The derivative of the density matrix can be eliminated from the above equation. Taking
the derivatives of the orthonormality relation (Eq. (3.29)) for i = j and multiplying by
∑
i

εi yields with the help of the KS-equation (Eq. (3.14)) [55]

∑
µν

∂Dµν

∂a
Fµν = −∑

µν

Wµν
∂Sµν

∂a
(3.31)

where we have defined the energy-weighted density matrix Wµν = ∑
i

εicµicνi . This

expression equals the second line of Eq. (Eq. (3.30)) and hence we get

∂E
∂a

= ∑
µν

Dµν
∂hµν

∂a
+

1
2 ∑

µνκλ

DµνDκλ

∂
(
µν
∣∣κλ
)

∂a

+∑
µν

Dµν

(〈∂µ

∂a
∣∣Vxc∣∣ν〉+ 〈µ∣∣Vxc∣∣∂ν

∂a
〉)
−∑

µν

Wµν
∂Sµν

∂a
. (3.32)

Deriving ∂E/∂a now we respect to b yield the second derivative of the energy

∂2E
∂a∂b

= ∑
µν

Dµν
∂2hµν

∂a∂b
+

1
2 ∑

µνκλ

DµνDκλ

∂2(µν
∣∣κλ
)

∂a∂b
(3.33)

+∑
µν

Dµν
∂

∂b

(〈∂µ

∂a
∣∣Vxc∣∣ν〉+ 〈µ∣∣Vxc∣∣∂ν

∂a
〉)
−∑

µν

Wµν
∂2Sµν

∂a∂b
(3.34)

+∑
µν

∂Dµν

∂b

(
∂hµν

∂a
+ ∑

κλ

Dκλ

∂
(
µν
∣∣κλ
)

∂a
+
〈∂µ

∂a
∣∣Vxc∣∣ν〉+ 〈µ∣∣Vxc∣∣∂ν

∂a
〉)

(3.35)

−∑
µν

∂Wµν

∂b
∂Sµν

∂a
. (3.36)
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The expression for the the second derivative of E cannot simply be evaluated because in
Dµν and Wµν the derivatives of the expansion coefficients ∂cµi/∂a appear. This deriva-
tives can be obtained from the coupled perturbed Kohn-Sham theory (CPKS) which
applies first order perturbation theory within KS-DFT to calculate ∂cµi/∂a [55, 56]. On
the one hand CPKS provides highly accurate analytical second derivatives for E which
avoids numerical problems when calculating vibrational frequencies, but on the other
hand it is computationally very expansive and therefor the most time consuming step
in the calculation of the vibrational modes and electron-phonon coupling constants.

3.3 Analytic derivative of the Kohn-Sham-Fock-Operator

For the electron-phonon coupling matrix elements (Eq. (4.47)), which will be introduced
in the next chapter, we need the matrix elements of the first derivative of the electronic
Hamilton operator Ĥel with respect to the Cartesian components of the nuclear coor-
dinates. In the framework of KS-DFT we thus need derivatives of the KSF operator F̂.
One possibility to obtain the derivatives of F̂ is by means of numerical differentiation,
for which one needs to deflect all N atoms in the 3 Cartesian components and hence
needs to calculate at least 3N structures to obtain the needed finite differences. This
is computationally very expansive and suffers from the limitations of the accuracy of
numerical differentiation. To overcome this we determine an analytic expression for the
derivative of F̂. This is possible since we employ Gaussian basis sets.

In this chapter we will contrary to the preceding ones consider explicitly the spin de-
pendency. This will be mainly important for the derivative of the exchange-correlation
Operator apart from that it will just effect the definition of the density matrix Dµν =

Dα
µν + Dβ

µν appearing in the Coulomb operator.

The KSF operator within the LCAO Ansatz was introduced in Section 3.1.1 and is for-
mally given by

F̂ = ĥ + Ĵ + V̂xc. (3.37)

In the following we want to derives explicit formulas for the matrix elements of the first
derivative of the KS-operator

FA
µν =

〈
µ
∣∣∣∂F̂

∂a

∣∣∣ν〉. (3.38)

First we deal with the one-electron operator where we take into account the possibility
that some of electrons are described by means of effective core potentials UECP

A (~r) [57,
58]

ĥ = − h̄2

2me
∇2 −∑

A

(
VA(~r) + UECP

A (~r)
)

. (3.39)
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Taking the derivative of ĥ with respect to a gives

∂ĥ
∂a

=
∂

∂a

(
VA + UECP

A

)
. (3.40)

In principle it would be possible to derive Va and UECP
a explicitly but we can take advan-

tage of the translation invariance of the integrals [59, 60] due to that fact the potentials
and the basis functions just depend on

∣∣∣~r− ~RA

∣∣∣. For two basis functions φµ centered at
nucleus B and φν centered at nucleus C respectively, we can obtain the matrix-element
of ∂ĥ/∂a from〈

µ
∣∣∣ ∂

∂a

(
V̂A + UECP

A

) ∣∣∣ν〉 = −
〈∂µ

∂b

∣∣∣ (V̂A + UECP
A

) ∣∣∣ν〉− 〈µ
∣∣∣ (V̂A + UECP

A

) ∣∣∣∂ν

∂c

〉
, (3.41)

where a, b and c act on the same Cartesian component. As the derivative of a Gaussian
basis functions are again Gaussians [35] we can evaluated the matrix elements in the
same way as the matrix elements of ĥ [52].

Taking the derivative of the Coulomb-Operator

Ĵ = ∑
σ

∑
λ

Dσλ

∫
d3r2φσ(~r2)

e2

r12
φλ(~r2) (3.42)

yields with the help of the product rule

∂ Ĵ
∂a

= ∑
σ

∑
λ

(
∂Dσλ

∂a

) ∫
d3r2φσ(~r2)

e2

r12
φλ(~r2) + ∑

σ
∑
λ

Dσλ
∂

∂a

(∫
d3r2φσ(~r2)

e2

r12
φλ(~r2)

)
.

(3.43)
The according matrix-elements are given by〈

µ

∣∣∣∣∂ Ĵ
∂a

∣∣∣∣ν〉 = ∑
σ

∑
λ

(
∂Dσλ

∂a

)(
µν

∣∣∣∣σλ

)
+∑

σ
∑
λ

Dσλ

[(
µν

∣∣∣∣∂σ

∂a
λ

)
+

(
µν

∣∣∣∣σ ∂λ

∂a

)]
. (3.44)

The second term can be calculated in the same way as the usual Coulomb integrals
but the first term involves the derivative of the density matrix Dµν. The derivatives
of Dµν already appeared in Section 3.2 in the equations for the Hessian matrix, and
as mentioned, they can be obtained within CPKS theory. Since the calculation of the
Hessian matrix usually precedes the calculation of ∂ Ĵ/∂A we can reuse ∂Dσλ/∂A and
have in this step just to perform the contraction with

(
µν
∣∣σλ
)
.

The last part of Eq. (3.37) is the exchange-correlation operator which is the functional
derivative of the exchange-correlation energy with respect to the electron density

V̂xc =
δExc

δn
. (3.45)
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First we consider the LDA case, for which Exc just depends on the density via the
exchange-correlation functional f (n(~r)) (Eq. (3.24)). In the spin-unrestricted case the
exchange-correlation energy is given by

Exc
LDA[nα(r), nβ(r)] =

∫
d3~r fLDA(nα(~r), nβ(~r)). (3.46)

Taking for example the functional derivative with respect to nα gives the exchange-
correlation potential for the spin component α [37]

V̂xc,α
LDA =

δExc
LDA

δnα
=

∂ fLDA(nα(r), nβ(r)).
∂nα

(3.47)

Now we can differentiate with respect to a and get with the help of the chain rule

∂V̂xc,α
α

∂a
=

∂2 f (nα, nβ)

∂2nα

∂nα

∂a
+

∂2 f (nα, nβ)

∂nα∂nβ

∂nβ

∂a
. (3.48)

Because the explicit formula for the exchange-correlation functional fLDA(nα, nβ) is
known in LDA one can evaluate the derivatives with respect to the density. The deriva-
tive of the electron density

∂nα,β(r)
∂a

= ∑
µν

∂

∂a
(
φµ(r)φν(r)

)
Dα,β

µν + ∑
µν

φµ(r)φν(r)
∂Dα,β

µν

∂a

= 2 ∑
µν

φµ(r)
∂φν(r)

∂a
Dα,β

µν + ∑
µν

φµ(r)φν(r)
∂Dα,β

µν

∂a
(3.49)

involves, beside the first derivatives of the basis functions, also derivatives of the elec-
tron density matrix Dα,β

µν . The matrix elements of
〈
µ
∣∣∂V̂xc

α /∂a
∣∣ν〉 can be evaluated by

standard quadrature techniques similar to the evaluation of
〈
µ
∣∣V̂xc

α

∣∣ν〉 [27].

In the case of GGA functionals the exchange-correlation energy depends not only on
the electron density but also on its gradient

Exc
GGA[nα(r), nβ(r)] =

∫
d3r fGGA(nα(r), nβ(r), ~∇nα(r), ~∇nβ(r)). (3.50)

Due to symmetry reasons the actual dependence on ~∇nα(r) and ~∇nβ(r) is given by [61]

f (nα, nβ, ~∇nα, ~∇nβ) = f (nα, nβ,
∣∣∣~∇nα

∣∣∣2 ,
∣∣∣~∇nβ

∣∣∣2 , ~∇nα~∇nβ), (3.51)

by noting this and taking the functional derivative of Exc with respect to nα, we get the
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exchange-correlation potential for the spin component α [37]

V̂xc,α
GGA =

δExc
GGA

δnα

=
∂ fGGA

∂nα
− ~∇ · ∂ fGGA

∂~∇nα

=
∂ fGGA

∂nα
− ~∇ ·

2
∂ fGGA

∂(
∣∣∣~∇nα

∣∣∣2)~∇nα +
∂ fGGA

∂(~∇nα · ~∇nβ)
~∇nβ

 . (3.52)

For the derivative of Vxc,α
GGA with respect to a we find after some lengthy calculations

∂Vxc,α
GGA
∂a

=
∂2 fGGA

∂n2
α

∂nα

∂a
+

∂2 fGGA

∂nα∂nβ

∂nβ

∂a

+

(
2

∂2 fGGA

∂nα∂(~∇ |nα|2)
~∇nα +

∂2 fGGA

∂nα∂(~∇nα · ~∇nβ)
~∇nβ

)
· ∂~∇nα

∂a

+

(
2

∂2 fGGA

∂nα∂(~∇
∣∣nβ

∣∣2)~∇nβ +
∂2 fGGA

∂nα∂(~∇nα · ~∇nβ)
~∇nα

)
·

∂~∇nβ

∂a

− ~∇ ·

2
∂ fGGA

∂(
∣∣∣~∇nα

∣∣∣2)
∂~∇nα

∂a
+

∂ fGGA

∂(~∇nα · ~∇nβ)

∂~∇nβ

∂a

+

2
∂2

∂(
∣∣∣~∇nα

∣∣∣2)∂nα

~∇nα +
∂2 fGGA

∂(~∇nα · ~∇nβ)∂nα

~∇nβ

 ∂nα

∂a

+

2
∂2

∂(
∣∣∣~∇nα

∣∣∣2)∂nβ

~∇nα +
∂2 fGGA

∂(~∇nα · ~∇nβ)∂nβ

~∇nβ

 ∂nβ

∂a

+

4
∂2

∂(
∣∣∣~∇nα

∣∣∣2)2

~∇nα + 2
∂2 f

∂(~∇nα · ~∇nβ)∂(
∣∣∣~∇nα

∣∣∣2)~∇nβ

(~∇nα ·
∂~∇nα

∂a

)

+

4
∂2

∂(
∣∣∣~∇nα

∣∣∣2)∂(∣∣∣~∇nβ

∣∣∣2)~∇nα + 2
∂2 f

∂(~∇nα · ~∇nβ)∂(
∣∣∣~∇nβ

∣∣∣2)~∇nβ

(~∇nβ ·
∂~∇nβ

∂a

)

+

2
∂2

∂(
∣∣∣~∇nα

∣∣∣2)∂(~∇nα · ~∇nβ)

~∇nα + 2
∂2 fGGA

∂(~∇nα · ~∇nβ)2
~∇nβ

(~∇nβ ·
∂~∇nα

∂a

)

+

2
∂2

∂(
∣∣∣~∇nα

∣∣∣2)∂(~∇nα · ~∇nβ)

~∇nα + 2
∂2 fGGA

∂(~∇nα · ~∇nβ)2
~∇nβ

(~∇nα ·
∂~∇nβ

∂a

) (3.53)
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Where the derivatives of the gradient terms are given by

∂~∇nα,β(r)
∂a

= ∑
µν

[
∂

∂a
~∇
(
φµ(r)φν(r)

)
Dα,β

µν

]
+ ∑

µν

~∇
(
φµ(r)φν(r)

) ∂Dα,β
µν

∂a
. (3.54)

To avoid the calculation of the Laplacian ~∇2 in the second part of Eq. (3.51) the gradient
term is transferred to the basis functions by partial integration, when calculating the

matrix elements
〈
µ
∣∣∂Vxc

∂a
∣∣ν〉.
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4 Quantum transport

4.1 Current formula

In this paragraph we derive a formula for the current through an interacting region con-
nected to two non-interacting leads. The system we have in mind is shown in Fig. 4.1.
This formula was first derived by Meir and Wingreen [62] using the Keldysh nonequi-
librium Green’s function formalism in an orthogonal basis. However, the nonorthog-
onal basis introduces additional intricacy due to the ambiguity of the definition of the
charge within a specific region. Thygessen derived a Meir-Wingreen like formula for
the current through an interacting region in the nonorthogonal case by orthogonalizing
the central region with respect to leads by introducing the dual basis set in the central
region [63].

By defining the charges in L, C and R by sets of localized orbitals we can introduce
partial charges according to the Mullikan population analysis scheme [64], Viljas et al.
derived in that way a formula similarly to Thygessen’s result [22].

Since we are mainly interested in the electron-phonon interaction which is given by
a single-particle potential acting on the electrons, we will restrict our self to a single
particle Hamiltonian of the form

Ĥ = ∑
ij

d̂†
i Hijd̂i (4.1)

with

H =

 HLL HLC 0
HCL HCC HCR

0 HRC HRR

 . (4.2)

Fig. 4.1: Transport through nano-systems. The actual device region in which interac-
tions can occur, is connected to two leads modeled by reservoirs of non-interacting elec-
trons which connect the system to infinitely large reservoirs at chemical potentials µL
and µR, respectively.
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Here HCC = H0 + V int, where V int can be considered as a perturbation to the free
(mean-field) Hamiltonian H0. For HLL = HRR we assume an non-interacting electron
gas, HCL, HLC, HCR and HRC describe the coupling between the leads and the central
region and we assume that the left and right leads are completely decoupled hence
HLR = HRL = 0 and SLR = SRL = 0, where Sij =

〈
i
∣∣j〉 is the overlap matrix element

between the orbitals i and j (Eq. (3.15)).

We will follow the approach by Viljas et al. and divide the total charge or number of
electrons, according to

N = NL + NC + NR = ∑
j∈L,k

DjkSkj + ∑
j∈C,k

DjkSkj + ∑
j∈R,k

DjkSkj (4.3)

where Dij is the density matrix (Eq. (3.20)). Normally one considers a local continuity
equation and calculates the current between the boundary of L and C or R and C [65],
but here we will consider a continuity equation for the total number of electrons in
the central region and then identify the individual contributions from the particle flow
between C, L and C, R respectively. The total number of electrons in the central region
is given by

NC(t) = tr {DS}CC = −ih̄tr
{

G<(t, t)S
}

CC (4.4)

where we have expressed the density matrix by the lesser Green’s function for t = t
′

[66] and the trace runs over all orbitals in the central region.

Taking the time derivative of NC yields

∂

∂t
NC(t) = −i lim

t→t′

(
∂

∂t
+

∂

∂t′

)
tr
{

G<(t, t′)S
}

CC = (4.5)

= −i lim
t→t′

(
tr
{

∂

∂t
(
SCCG<

CC(t, t′) + SLCG<
CL(t, t′) + SRCG<

CR(t, t′)
)}

(4.6)

+ tr
{

∂

∂t′
(
G<

CC(t, t′)SCC + G<
CL(t, t′)SLC + G<

CR(t, t′)SRC
)})

, (4.7)

where we have used the cyclic invariance of the trace in the second line for the term with
∂/∂t and have explicitly written the terms contributing to the trace over C. The equa-

tions of motions for
∂

∂t
SG<(t, t′) and

∂

∂t′
G<(t, t′)S are given by Eq. (B.34) and Eq. (B.35).

We replace the derivatives in the third line and
∂

∂t
SCCG<

CC(t, t′) in the second line

∂

∂t
NC(t) =

1
h̄

lim
t→t′

tr
{

HCCG<
CC(t, t′) + HCLG<

LC(t, t′) + HCRG<
RC(t, t′)

+ih̄
∂

∂t
(
SLCG<

CL(t, t′) + SRCG<
CR(t, t′)− SCLG<

LC(t, t′)− SCRG<
RC(t, t′)

)
−G<

CC(t, t′)HCC −G<
CL(t, t′)HLC −G<

CR(t, t′)HRC
}

(4.8)



30 4 QUANTUM TRANSPORT

In the steady state we have
∂

∂t
NC(t) = 0 and the Green’s functions just depend on t− t′.

Fourier transforming the above equation and taking the limit t→ t′ yields

0 =
1
h

tr
{
(HCL − SCLE) G<

LC(E)− (HLC − SLCE) G<
CL(E) (4.9)

+ (HCR − SCRE) G<
RC(E)− (HRC − SRCE) G<

CR(E)
}

(4.10)

Now we can identify the current associated with the electron flow between the left lead
and the central region

IL =
e
h

tr
{

G<
CL(E) (HLC − SLCE)− (HCL − SCLE) G<

LC(E)
}

(4.11)

and between the right lead and the central region,

IR =
e
h

tr
{

G<
CR(E) (HRC − SRCE)− (HCR − SCRE) G<

RC(E)
}

(4.12)

and we see that IL = −IR. We choose the current to be I = IL hence we obtain

I =
e
h

tr
{

G<
CL(E)tLC(E)− tCL(E)G<

LC(E)
}

(4.13)

where we use the definition tXY(E) = (HXY − SXYE) (Eq. (B.42)). With the help of the
Keldysh equations we arrive after some algebra at1

I =
2e
h

∫
dETr {( fL(E)ΓL(E)− fR(E)ΓR(E)) (Gr(E)−Ga(E))} (4.14)

+Tr
{
(ΓL(E)− ΓR(E)) G<(E)

}
. (4.15)

4.2 Elastic current

4.2.1 Landauer formula

If we assume non-interacting electrons in the central region the current formula for the
interacting case (Eq. (4.14)) reduces to the well-known two-probe Landauer formula
[67, 68]. For the non-interacting case we have a closed solution for the Dyson equation
in the central part [69, 66] which enables us to write

I =
2e
h

∫
dETr {ΓLGr

CCΓRGa
CC} ( fL(E)− fR(E)) =

2e
h

∫
dEτ(E) ( fL(E)− fR(E))

(4.16)

1Here we have included a factor of 2 for the spin.
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where we have defined the transmission probability

τ(E) = Tr {Gr
CC(E)ΓL(E)Ga

CC(E)ΓR(E)} = Tr
{

t†(E)t(E)
}

(4.17)

and have introduced transmission the transmission amplitude matrix [26]

t(E) =
√

ΓL(E)Ga
CC(E)

√
ΓR(E). (4.18)

In the linear response regime, i.e. for low temperature and low bias we find that the con-
ductance G is given by the transmission at the Fermi energy EF times the conductance
quantum G0 = 2e2/h. In this limit we can write

G = lim
V→0

lim
T→0

dI
dV

= G0 lim
V→0

∫
dE

1
2
(δ(E− EF + eV/2) + δ(E− EF − eV/2)) T(E)

(4.19)
G = G0τ(EF), (4.20)

where we have assumed µL,R = EF ∓ eV/2 for the chemical potentials of the left and
right lead.

If we evaluate the trace in the expression for the transmission (Eq. (4.20)) in the eigen-
basis of t†(E)t(E), we can write the trace as a sum over the transmission eigenchannels
τn at EF

G = G0τ(EF) = G0 ∑
n

τn(EF). (4.21)

The properties of the transmission eigenchannels will be discussed in more detail in the
next paragraph. In the following discussion we omit the energy dependence of all the
quantities, and they will always be evaluated at EF.

4.2.2 Transmission eigenchannels

The transport through the system depicted in Fig. 4.1 and described byEq. (4.16) is in
the Landaur Büttiker picture a scattering problem where the incoming wave functions∣∣ΨnL

〉
of channel n in lead L will be scattered in the central region C. With a certain

probability either back reflected in a channel n′ in lead L or transmitted into one of the
channels m in lead R. In this sense the channel wave-functions are eigenfunctions of the
semi-infinite leads but not of the entire device, hence Eq. (4.17) will not be diagonal in
this basis, usually called the natural basis. Here the conductance reads instead [70]

G = G0 ∑
n∈α,m∈β

τnm. (4.22)

Alternatively we can diagonalize Eq. (4.17) by means of a unitary transformation U of
the channel wave functions into a new set of orthogonal modes |φ̃l,L〉 = ∑

n
|Ψn,L〉Unl
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which are simultaneously eigenstates of the semi-infinite leads and of the scattering
region. In the basis of the eigenchannels |φ̃l,α〉 the conductance becomes [70]

G = G0 ∑
n

τn, (4.23)

which means that a charge traveling in an eigenchannel |φ̃l,α〉will remain in this channel
an not mix with any other channels, regardless of whether it is reflected or transmitted
at the scattering region.

Paulsson et al. show in Ref. [71] that the projection of the eigenchannels onto the central
region |φl,α〉 = P̂C |φ̃l,α〉 can be obtained without solving for the scattering states in the
leads by means of quantities already at hand in the Greens function formalism. The so
obtained eigenchannels |φl,α〉 posses well defined, energy normalized amplitudes [71]
hence they allow for the comparison between different eigenchannels at the same en-
ergy.
Our procedure to construct the eigenchannels follows Ref. [71]. However, our proce-
dure avoids the Löwdin orthogonalization and is formulated consistently within the
nonequilibrium Greens function formalism presented in the previous chapter in terms
of a nonorthogonal local basis (Appendix A). As shown in Ref. [71] we can write the
transmission function (Eq. (4.17)) as

τ = Tr {ALΓR} (4.24)

where we define the spectral density matrix

AL = Gr
CCΓLGa

CC. (4.25)

as the projection of the full spectral density matrix originating from scattering states
in lead L onto C [71]. Motivated by the above equation we define the transmission
probability operator

τ̂ = ÂLΓ̂R (4.26)

and the corresponding eigenvalue equation

τ̂ |φn〉 = τn |φn〉 (4.27)

where |φn〉 are the device-projected transmission eigenchannels and τn the eigenchannel
transmission probabilities, respectively.
We now show how the eigenchannel wave-function for waves coming from the left
lead are conveniently obtained from the right eigenvectors of τ̂. From the hermitian,
positive-semidefinite eigenvalue equation

ÂL |χk〉 = λk |χk〉 (4.28)

we can define a new set of basis states as |χ̃k〉 =
√

λk/2π |χk〉 and the corresponding
dual basis states as

∣∣χ̃k〉 = √2π/λk |χk〉 (for all λk 6=0) . As shown in Ref. [71] the |χ̃k〉
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are the device part of orthogonal linear combinations of energy-normalized, left moving
scatterings states. The transmission eigenchannels defined in Eq. (4.27) are expanded as

|φn〉 = ∑
k
|χ̃k〉 ckn, (4.29)

with ckn =
〈
χ̃k
∣∣φn
〉
. By multiplying Eq. (4.27) from the right with

〈
χ̃k
∣∣ and using

Eq. (4.28) and Eq. (4.29) we obtain the expansion coefficients ckn from the eigenvalue
equation

2π ∑
r

〈
χ̃k
∣∣Γ̂R
∣∣χ̃r
〉
crn = τnckn. (4.30)

Normalizing the expansion coefficients according to ∑
r

c∗rncrm = δrm preserves the en-

ergy normalization of the left-incoming states used in the expansion of Eq. (4.29). The
matrix elements of the operators are usually calculated in the nonorthogonal atomic ba-
sis set

∣∣ei
〉

(with i ∈ C) employed in the quantum chemistry calculations (see Section 4.1
and Section 3.1.1) . Using the completeness relation (Eq. (A.2)) we transform Eq. (4.30)
into the atomic basis

〈
χ̃k
∣∣Γ̂R
∣∣χ̃r
〉
= ∑ij d̃∗ik(ΓR)ijd̃rj, where (ΓR)ij =

〈
ei
∣∣Γ̂R
∣∣ej
〉

are the ma-
trix elements in the atomic basis and d̃ik =

〈
ei
∣∣χ̃k
〉
=
√

λk/2πdik are determined from
ÂL by multiplying Eq. (Eq. (4.28)) with

〈
ei
∣∣ from the left and inserting the completeness

relation. This leads to the generalized eigenvalue problem

∑
ijl

Ski(AL)
ijSjldlk = λk ∑

i
Sikdik, (4.31)

with dik =
〈
ei
∣∣χk
〉

and ∑ij d∗ikSijdjr = δkr. Putting these results together, the explicit form
of the eigenchannel wave-function for region C in position space express in terms of the
atomic basis functions is obtained from

φn(~r) =
〈
~r
∣∣φn
〉
= ∑

ik

〈
~r
∣∣ei
〉
d̃ikckn. (4.32)

With the procedure presented above we can calculate the transmission eigenchannels
directly in the nonorthogonal basis.

To conclude this paragraph we make a remark on the visualization of the wave-
functions. The transmission eigenchannels φ(~r) =

∣∣A(~r)
∣∣eiϕ(~r) will in general be com-

plex valued functions with spatially varying amplitude
∣∣A(~r)

∣∣ and phase ϕ(~r). The
wave-functions will be plotted by means of color-coded isosurfaces. For a certain value
c > 0 the isosurface is the hyper-surface defined by

∣∣A(~r)
∣∣ = c and the phase ϕ(~r) will

be represented by the color coding of the hyper-surface.

4.2.3 Thermopower

So far we have dealt with the electric current through nano-devices as a response to an
applied bias voltage. However, the Landauer formalism is not limited to electric current
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alone. It can be used to study to other transport properties related to thermal transport
and thermoelectric effects arising from the electronic degrees of freedom [72].

Fig. 4.2: (a) For hole transport through the
HOMO ∆V > 0, for electron transport
through the LUMO ∆V < 0. (b) Idealized
τ(E) curve. EF lies in the HOMO-LUMO
gap, indicated for two different positions
(dashed lines) one close to the HOMO
and one close the LUMO resonance (dotted
lines). (c) Resulting Q(E). For EF as indi-
cated in (b) we have either Q > 0 or Q < 0.

Besides the conductance G also the Peltier
coefficient Π, the thermopower Q and
the electronic contribution to the thermal
conductance κ can be expressed in terms
of the transmission function (Eq. (4.17))
[72, 73]. In the following we focus on the
thermopower Q.
Applying a temperature difference ∆T =
TL − TR on the ends of a sample induces
a current flow along the temperature gra-
dient, in turn a voltage difference ∆V =
VL − VR builds up. We define the ther-
moelectric voltage ∆V as the voltage com-
pensating the thermally induced current
in the steady state, I = 0. The ther-
mopower is the ratio of the applied tem-
perature difference and the thermoelectric
voltage

Q = − ∆V
∆T

∣∣∣∣
I=0

. (4.33)

An important observation from the defi-
nition above is that the sign of the ma-
jority charge carriers is related to the
sign of the thermopower. In semiconduc-
tor physics it is well known, that hole-
conducting p-type semiconductors show
Q > 0 and electron-conducting n-type
semiconductors show Q < 0 respectively
[74]. Assuming that TL > TR (∆T > 0)
then the charge carriers are transported
along the temperature gradient from the
left to right side of the sample. In molec-
ular junctions can we now discriminate between the two situations shown in Fig. 4.2a
and b. In Fig. 4.2a holes (positive charge) are transported through the highest occu-
pied molecular orbital (HOMO) resulting in a negative thermovoltage ∆V < 0. From
Eq. (4.33) follows that the thermopower becomes positive, Q > 0. Contrary for elec-
tron (negative charge) transported through the lowest unoccupied orbital (LUMO) as
shown in Fig. 4.2b, the thermovoltage becomes negative ∆V > 0. Respectively the ther-
mopower becomes positive Q < 0.
If there is no external bias voltage applied, the difference between the chemical poten-
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tials µL and µR of the left and right leads will be given by the temperature-induced
voltage difference ∆µ = µL − µR = e∆V. Assuming that we are in the linear response
regime, i.e. ∆µ and ∆T are small, we can expand the Fermi functions in Eq. (4.16)

fL(E)− fR(E) ≈ −∂ f (E, EF, T)
∂E

(
e∆V +

∆T
T

(E− EF)

)
. (4.34)

Inserting the expansion (Eq. (4.34)) into the Landauer formula yields

I = G0

∫
dEτ(E)

(
−∂ f (E, EF, T)

∂E

)(
e∆V +

∆T
T

(E− EF)

)
. (4.35)

In the steady state, I = 0, we can directly obtain the thermopower from the above
expression as

Q = − K1(T)
eTK0(T)

, (4.36)

where we have defined the following integrals

Kn =
∫

dEτ(E)
(
−∂ f (E, EF, T)

∂E

)
(E− EF)

n. (4.37)

This result can be further simplified if expand also the transmission function around EF.
In the low temperature limit the thermopower can then be expressed by the logarithmic
derivative of τ(E) [75]

Q = −
π2k2

B
3e

T
τ′(EF)

τ(EF)
. (4.38)

From Eq. (4.38) it follows that the sign as well as the absolute value of Q depends on
the slope of the transmission function at the Fermi energy. In single molecule junctions
the Fermi energy is determined by the metal electrodes and lies normally somewhere in
the HOMO-LUMO gap (Fig. 4.2b). If EF is closer to the HOMO resonance the slope of
τ(E) will be negative hence Q becomes positive, in contrast to this if EF is closer to the
LUMO resonance, the slope of τ(E) will be positive and hence Q becomes negative. In
off-resonant transport Q will increase, if EF moves closer to the resonance. However, on
resonance Q will be strongly suppressed due to the vanishing slope of τ(E). In Fig. 4.2b
and Fig. 4.2c these findings are illustrated, and we can clearly see the dependence of Q
on the position of EF with respect to the HOMO and LUMO resonances.

4.3 Inelastic corrections to the elastic current

4.3.1 Formula for the inelastic current

Before considering explicitly to the electron-phonon interaction we split, the current
formula (Eq. (4.13)) into its elastic and inelastic contributions. Since we restrict the in-
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teractions to C we write the Keldysh equation (Appendix B.1) for this part as

G̃<
CC = g<CC + G̃r

CCtCLg<LLtLCG̃a
CC + G̃r

CRtCRg<RRtRCG̃a
CC − G̃r

CCΣ<
CCG̃a

CC. (4.39)

Inserting the above expression into Eq. (4.13) enables us to split the current as [22]

I = Iel + Iinel (4.40)

with the elastic contribution

Iel =
2e
h

∫
dETr

{
G̃r

CCΓRG̃a
CCΓL

}
( fL − fR) (4.41)

and the inelastic contribution

Iinel = −i
2e
h

∫
dETr

{
G̃r

CCΓRG̃a
CC
[
( fL − 1)Σ<

CC − fLΣ>
CC
]}

. (4.42)

The elastic contribution looks formally similar to the Landauer formula (Eq. (4.16)).
However, compared to Gr,a

CC, appearing in Eq. (4.16), G̃r,a
CC includes in addition the self-

energy Σr,a
CC due to the interactions in C.

4.3.2 First-order electron-phonon interaction

The Hamilton operator of the coupled electron-phonon system we are considering is
given by [22]

Ĥ = Ĥe + Ĥvib + Ĥe−vib, (4.43)

where written in second quantization

Ĥe = ∑
µν

d†
µHe

µνdν (4.44)

describes the uncoupled electronic system (Eq. (2.9)) on a single-particle level and will
be identified with the KS-Operator (Eq. (3.14)). Here Hµν are the matrix elements of
a single particle Hamiltonian. In the framework of KS-DFT they are given by the KS-
matrix (Eq. (3.17)) and d†

µ (dµ) are the electron creation (annihilation) operators in a
non-orthogonal basis (Appendix A) satisfying {dα, d†

β} = (S−1)αβ.

Ĥvib = ∑
α

ωαb†
αbα (4.45)

is the second-quantized form of the uncoupled vibrational Hamiltonian in the harmonic
approximation (Eq. (2.27)), and the last term

Ĥe−vib = ∑
µν

∑
α

d†
µλα

µνdν(b†
α + bα) (4.46)
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Fig. 4.3: The first order corrections to the electronic system due to the electron-phonon
coupling.

is the second quantized form of the first-order electron-phonon interaction (Eq. (2.19)).
Here ωα are the vibrational frequencies and b†

α (bα) are the creation (annihilation) op-
erators of the phonon modes, satisfying [bα, b†

β] = δαβ. The electron-phonon coupling
constant is given by [22]

λα
µν =

(
h̄

2ωα

)1/2

∑
B,k

〈
µ
∣∣∂Ĥe

∂Rk
B

∣∣ν〉ABα (4.47)

where ∑B,k runs over all Cartesian components k = {x, y, z} of all the nuclear coordi-

nates ~RB and ABα =
1√
MB

CBα are the mass-normalized eigenvectors of the dynamical

matrix (Eq. (2.25)), where MB is the mass of the nuclei at position ~RB.

The lowest-order corrections to the electronic system arsing from the Hamiltonian
(Eq. (4.46)) are described by the diagrams shown in Fig. 4.3. They give rise to the fol-
lowing electron-phonon self-energies [22]

Σ<
e−vib(E) = − i

2π ∑
α

∫
dωD<

α (ω)
[
λαG<(E−ω)λα] (4.48)

and

Σr
e−vib =

i
2π ∑

α

∫
dω
(

D<
α (ω)

[
λαG̃r

(E−ω)λα
]
+ D<

α (ω)
[
λαG̃>

(E−ω)λα
]

(4.49)

− λαTr
{

G̃<
(ω)λαDr

α(0)
})

. (4.50)

For the Green’s functions G̃r appearing in the current formulas Eq. (4.41) and Eq. (4.42)
we use the perturbative expansion

G̃r
= Gr + GrΣr

e−phGr + ..., (4.51)

where Gr does just include the self-energies due to the coupling to the leads but not the
electron-phonon self-energy. Inserting the above expansion into the current formulas
we get for the lowest order contribution in λα [22]

I0
el =

2e
h

∫
dETr {GrΓRGaΓL} ( fL − fR) , (4.52)
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δI0
el =

4e
h

∫
dEReTr

{
ΓLGrΣr

e−vibGrΓRGa} ( fL − fR) (4.53)

and

Iinel = −i
2e
h

∫
dETr

{
GaΓLGr [( fL − 1)Σ<

e−vib − fLΣ>
e−vib

]}
. (4.54)

In practice we resort to the wide-band limit (WBL) when evaluating the above equa-
tions, assuming that all Green’s functions and self-energies can be evaluated at the
Fermi energy. The explicit formulas in the WBL are given in Appendix C.2.
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Part III

Transport through mono atomic metallic
contacts

5 Mono-atomic gold junction

Fig. 5.1: ECC of the investigated 4-atom Au chain connected to Au electrodes. All the
atoms in C have been relaxed. The vibrationally active regions are marked with ep-1
and ep-2, respectively.

In this section we examine a 4 atom Au-chain connected to two Au 〈100〉 electrodes,
each consisting of 45 atoms (Fig. 5.1). We started from an ideal geometry with an equi-
librium lattice constant of a = 0.408 nm [76], where the electrodes are oriented in the fcc
〈100〉 direction. Then the C region, which consists of the 4 chain atoms and the first 4
atoms of each electrode, is fully relaxed. The other atoms have been kept fixed at their
ideal fcc Bravais lattice positions.

This system has already been studied with respect to its elastic conductance [77, 78, 79,
26], inelastic signatures in the IV-characteristic due to the electron phonon coupling [80,
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81, 22], and also the transmission eigenchannel wave-functions have been calculated
recently [71]. Therefore it serves here as a test system for the methods developed in
the course of this thesis. First we will show that we obtain a elastic conductance close
to 1 G0 for this system and that it arises from one completely transparent transmission
channel for which we will present the wave function. Second we will deal with the
inelastic correction to the current showing that mainly longitudinal phonon modes give
rise to signals in the IV curves and we will show how the choice of the vibrationally
active atoms influences the phonon frequencies as well as the IETS characteristics.

5.1 Elastic current

Fig. 5.2: Transmission τ(E) and the four largest transmission channels τ1(E) to τ4(E)
calculated for the 4-atom Au chain.

In Fig. 5.2 the transmission τ(E) and the four transmission channels, τ1-τ4, with the
largest contribution to the transmission are displayed. We find in agreement with pre-
vious studies [77, 78, 79, 26] that the transmission is roughly constant around the Fermi-
energy EF = −5 eV and close to 1 from −6 eV up to −2 eV. The peaks occurring below
EF between −8 eV and −6 eV are due to the Au d-states [26]. We obtain a total conduc-
tance G = 1.01 G0, which is in agreement with experimental measurements [12, 82, 83].
If we now consider the channel decomposition displayed in Fig. 5.2, we see that at EF
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Fig. 5.3: Wave-function (left-incoming) of the dominant transmission channel τ1, plotted
for a isosurface value of c = 0.03 a.u.−3/2. On the right the color code for the phase is
displayed.

the transport is dominantd by one almost completely transparent transmission chan-
nel τ1 = 0.996. Its corresponding left-incoming wave-function is shown in Fig. 5.3.

Fig. 5.4: The wave-function (isosurface
value, c = 0.01 a.u.−3/2) of the channel cor-
responding to τ2,τ3, and τ4.

The wave-function posses rotational sym-
metry in the transport direction along
the chain and is mainly formed from
the s-valence orbitals of the Au atoms.
The phase-factor of the wave-function
changes continuously, along the transport
direction.
The transmission channels τ2 = 0.009,
τ3 = 0.003, and τ4 = 0.003 are contribu-
tions from the tails of transmission reso-
nances of the d-states which are around
1.5 eV below EF (see Fig. 5.2). These
eigenchannels are evanescent waves de-
caying in the transport direction along the
chain. Therefore we choose them to be
purely real. From Fig. 5.4 we can see that
they are of d character on the Au chain.
The transport direction defines a distin-
guished direction, which we will choose
to be z-axis. Then wave-functions of τ2
can be mainly attributed to Au dz2-states
which are rotationally symmetric along
the transport direction. Channel τ3 and
τ4 are degenerate at EF and their wave-
functions are formed from the Au dxz-states and Au dyz-states respectively. The channels
corresponding to the other two d-states have a much smaller transmission and are not
shown here.
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5.2 Inelastic current

We have considered two different vibrationally active regions in which we take the
electron-phonon coupling into account (Fig. 5.1). For region ep-1 we include the
electron-phonon coupling just for the 4 chain atoms, keeping the 8 Au atoms in C fixed
which belong to the electrodes. For region ep-2 we consider electron-phonon coupling
for all the Au atoms in C. First we notice that the number of phonon modes depends
on the number of atoms included in the vibrationally active region. For ep-1 we have
4 atoms resulting in 12 phonon modes and for ep-2 we have 12 atoms in the active re-
gion, yielding 36 phonon modes. In Fig. 5.5a we have summarized the phonon modes
for ep-1 and for ep-2. For ep-2 we have selected only those modes which resemble the
vibrational modes of the 4-atom chain for ep-1. Even though we have relaxed the atoms
in C the symmetry of the ideal contact is only weakly disturbed. Hence the transverse
modes (v4-v7) remain basically two-fold degenerate. Enlarging the vibrationally active
region from ep-1 to ep-2 leads for the 4 modes with the highest energy (v1-v4) to a blue
shift of the frequencies. For the other 4 modes (v5-v8) the frequencies are red shifted
respectively. Overall the changes in the frequencies remain small, however.
The calculated differential conductance is given in Fig. 5.5b. We can see that mainly
the three longitudinal modes (v1-v3) lead to signals in the dI/dV and d2 I/dV2. As the
longitudinal modes, due to symmetry, mainly couple to the first transmission channel
τ1, they tend to decrease the conductance according to the so called “1/2 rule” which
states that at V = h̄ω/e, the differential conductance increases (d2 I/dV2 > 0 ) for
channels with (dI/dV)/G0 < 1/2 and decreases (d2 I/dV2 < 0) for channels with
(dI/dV)/G0 > 1/2, respectively [84, 85]. Here mode v1 gives rise to the largest de-
crease of the conductance followed by v2 and v3. Comparing the results for ep-1 and
ep-2 we find that the curves remain qualitatively the same but that the signals for v1-v3
are shifted to higher bias voltages for ep-2, as expected from the phonon frequencies
in Fig. 5.5a. Most of those additional modes of ep-2, which are mainly localized in the
electrodes, do not give rise to signals in the dI/dV.
At a bias voltage which corresponds to the transversal mode v4, 7.89 meV for ep-1 and
8.11 meV for ep-2 respectively, we can see a small increase in the conductance. It fol-
lows from the symmetry of the channel wave-functions (Fig. 5.4) that just τ3 and τ4 can
couple to mode v4 and according to the “1/2 rule” the conductance increases because
both channels have a transmission smaller than 1/2.
Increasing the temperature from T = 0.01 K to T = 1.00 K tends to smear out the sharp
steps in the dI/dV. This can clearly be seen in the d2 I/dV2 (Fig. 5.5c), where increas-
ing the temperature leads to much broader peaks at the phonon frequencies. All the
presented results for ep-1 are in good agreement with previous tight-binding and ab
initio [22, 80, 81] studies. For larger vibrationally active regions (ep-2) there exist to our
knowledge no other calculations.
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Fig. 5.5: (a) Vibrational modes for ep-1 and ep-2. For ep-2 those modes are listed which
are mainly localized on the chain and resemble the modes of ep-1. (b) Differential con-
ductance dI/dV for the two active regions ep-1 and ep-2 each for two different temper-
atures T = 0.01 K and T = 1.00 K. (c) First derivative of the differential conductance
d2 I/dV2 displayed in (b).
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6 Multivalent metals

6.1 Introduction

In this section we deal with mono-atomic point contacts of multivalent metals, namely
lead (Pb) and aluminum (Al). It is known that the conduction properties of metallic
point contacts depend on the valence structure of the metal [86, 87]. Pb and Al are s-p
like metals with 4 and 3 valence electrons, respectively. For s-p like metals the current is
usually carried by three channels, one σ-channel and two π-channels. For Pb all three
channels are widely open [88, 86, 87], while for to Al, the two π-channels are partially
closed and just the σ- channels is completely transparent [88, 86, 87].

The following study aims to analyze and to compare the conduction properties of Pb
and Al point contacts. We start with an analysis of the transmission channels. We char-
acterize the channels by means of the symmetry of their wave-functions. Our findings
are consistent with the expected channel structure for s-p like metals. In Section 6.2.2
and Section 6.3.2 we discuss the opening and closing process of Pb and Al contacts.
We attribute jumps in the conductance during the elongation to atomic rearrangements
inside the junction. We find that the opening and closing curves of Pb and Al differ
qualitatively. The study is completed by an analysis, of the vibrational properties of
the junctions and their IETS at the different elongation stages. For Al we compare the
calculated IETS with experimental results from the group of E. Scheer [89]. The chapter
concludes with a comparison between the specific properties of the Pb and Al junctions.



6.2 Lead atomic-contacts 45

6.2 Lead atomic-contacts

6.2.1 Transmission channels

In this section we are considering Pb atomic-contacts. The ECC is modeled by two Pb
〈111〉 electrodes (61 atoms) connected via a single Pb atom (Fig. 6.1b). The contacts
are described as closed-shell systems and are treated within a restricted Hartree-Fock
ansatz [35]. Starting from the ideal fcc Bravais lattice positions with a lattice constant of
a = 4.95 Å, the central (C) part is relaxed, the left (L) and right (R) parts are kept fixed.

The conduction properties of metallic atomic contacts depend strongly on the num-
ber of valence electrons. Basically the number of valence electrons gives an upper
bound for the number of the transmitting channels [66]. From the electron configuration
[Xe]4f145d106s26p2 of Pb follows that Pb has 4 valence electrons, namely two 6s and two
6p electrons. However, for Pb point-contacts we expect just 3 channels, due to the s− p
hybridization of the valence orbitals of the central Pb atom [90, 86, 87]. In Fig. 6.1b the
energy-dependent transmission τ(E) and the four largest transmission channels τ1-τ4
are shown. The main contribution to the transmission τ = 2.93 at the Fermi-energy
EF = −3.77, arises indeed from three channels. The first two channels, τ1 = τ2 = 1,
are perfectly transmitting and they are degenerate. Channel τ3 = 0.91 shows a slightly
lower transmittance. The conductance G = 2.93G0 of the system is within the range
of typical experimental values for Pb atomic contacts [88]. The left-incoming wave-
functions of the three dominant channels are shown in Fig. 6.2. The wave-functions of
the two degenerate channels τ1 and τ2 correspond to a combination of the px and py

Fig. 6.1: (a) Division of the ECC into L, C and R. (b) Energy-dependent transmission τ
and the four largest transmission channels τ1-τ4. The Fermi-energy EF is indicated by
the dashed, vertical line.
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Fig. 6.2: Left-incoming wave-functions of the three dominant transmission channels
τ1-τ3 (isosurface value c = 0.2 a.u.−3/2).

orbitals (z-axes along the transport direction) [90, 86, 87]. These two wave-functions
show π-symmetry. The wave-function of τ1 has a nodal plane parallel to the x-z plane,
and the nodal plane of τ2 is defined by the y-z plane (Fig. 6.2). In Section 6.2.2 we show
that the plastic deformation during the closing of the junction lifts the degeneracy of the
two π-channels. The wave-function of channel τ3 has rotational symmetry with respect
to the z-axes and is formed from the combination of the symmetric s and pz orbitals
[90, 86, 87].

6.2.2 Opening and closing curves

In this section we are concerned with the evolution of the conductance during the
opening and closing of the atomic junction. We start from the structure displayed in
Fig. 6.1a and Fig. 6.4 (d = 0.0 a.u.). As indicated in Fig. 6.4 we increase (decrease) in
each elongation step the distance between the left and right electrode symmetrically by
2∆d = 0.8 a.u.. In each step the two outermost Pb layers are fixed, while the complete
inner part of the junction is relaxed (Fig. 6.1a). In this way, we simulate an adiabatic
opening (closing) trajectory with equilibrium junction geometries for all the elongation
stages. The junction configurations at selected stages are given in Fig. 6.4.
From Fig. 6.3 we see that during the opening of the contact the transmission decreases
just weakly with increasing electrode distance. At d = 4.00 a.u. the contact breaks, re-
sulting in an abrupt drop of the transmission by one order of magnitude. The decrease
of τ between d = 0.0 .a.u. and d = 3.2 .a.u. can be attributed to a decrease of the trans-
mission in the σ-channel τ3. The transmission through the two π-channels remains
basically constant. Furthermore, the degeneracy between τ1 and τ2 is not lifted until the
rupture of the contact.
If we close the contact by decreasing the electrode separation, we see that in the begin-
ning τ increases slightly due to an increase of τ3. τ1 and τ2 remain constant and degen-
erate. At d = −2.4 a.u. the contact is plastically deformed as shown in Fig. 6.4. The
rearrangement of the atoms in C leads to a partial opening and closing of transmission
channels. The degeneracy between τ1 and τ2 is lifted and their transmission decreases
to τ1 = 0.96 and τ2 = 0.87. The transmission of the third channel halves to τ3 = 0.48.
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Fig. 6.3: Evolution of the transmission τ and of the six largest transmission channels
τ1−τ6 calculated at the EF during the opening and closing of the contact. We open
and close the contact starting at d = 0.0 a.u.. Positive electrode displacements d > 0
correspond to opening steps and negative electrode displacements d < 0 to closing
steps, respectively.

Besides the partial closing of the first three channels, two new channels τ4 = 0.40 and
τ5 = 0.17 are partially opened. Until d = −4.8 a.u. the contact is again elastically de-
formed, and the transmission increases monotonically up to τ = 4.22. This increase
can be observed for all channels considered in Fig. 6.3. The atomic rearrangement at
d = −5.6 a.u. leads to a large drop in the transmission τ = 3.01 due to a decrease of the
transmission in the channels τ2-τ5. τ1 on the other hand remains roughly constant. The
subsequently plastic deformation at d = −7.2 a.u. leads to a revival of the transmission.
Summarizing the above observations, we find that during the elastic stage of the con-
tact closing the transmission increases. However, plastic deformations of the contact
can lead to an increase, or to a decrease of the transmission, depending on the actual
atomic rearrangement.
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Fig. 6.4: Evolution of the contact geometries during the opening and closing of the con-
tact.
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6.2.3 Inelastic current

The partitioning of the ECC for the Pb contacts is displayed in Fig. 6.5. The atoms in L
and R are kept fixed at their fcc Bravais lattice positions. The inner part C is relaxed.
However, we do not take the electron-phonon (e-p) interaction into account for all atoms
in C. The dynamical region is restricted to the tip atom, and to the inner most layers of
the electrodes (Fig. 6.5).
First we consider the elongation steps between d = −1.6 a.u. and d = 3.2 a.u., where the
initial single atom contact is just elastically deformed and no atomic rearrangements
have occurred yet. During the elastic stages of the junction opening (closing) process
the character of the vibrational modes remains basically unchanged. In Fig. 6.6 the vi-
brational modes for d = 0.0 a.u. are displayed, where those modes have been selected
which give rise to signals in the IETS. The atoms belonging to L and R have been omit-
ted. The energy of the vibration modes ranges between 3.8 meV and 13.1 meV. The three
modes with the lowest energy, v1-v3, correspond to transversal vibrations with respect
to the transport direction. Mode v4 is mostly a longitudinal vibration of the central
atom. Mode v5 is mainly localized at the outer layers and the vibration is transversal to
the Pb-Pb bonds. Mode v6 is a combination of a transversal Pb-Pb vibration of the outer
atoms and a longitudinal vibration of the central atom. The amplitude of the longitu-
dinal component of v6 increases with increasing electrode displacement, and decreases
with decreasing electrode displacement, respectively. Mode v7 is a longitudinal Pb-Pb
mode of the outer atoms. V8 is a mixed longitudinal and transversal vibration of the
outer atoms. Mode v9 has a large longitudinal Pb-Pb component of the outer atoms
and a large transversal vibration of the tip atom.Mode v10 has the largest energy and is
mainly a longitudinal vibration of the tip atom. In Fig. 6.7 the IETS for the initial

Fig. 6.5: Partitioning of the ECC in to L, C, R and into the dynamical region, in which
vibrations are taken into account.
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Fig. 6.6: Vibrational modes of the initial geometry (d = 0.0 a.u.) which give rise to sig-
nals in the IETS. The character of the modes remains unchanged during the elastic stage
between d = −1.6 a.u. and d = −3.2 a.u.. The atoms in L and R have been omitted.

Fig. 6.7: IETS calculated at T = 1 K for d = −0.8 a.u., d = 0.0 a.u., and d = 0.8 a.u.. The
assigned modes are shown in Fig. 6.6.
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geometry (d = 0.0 a.u.), the first opening step (d = 0.8 a.u.) and the first closing step
(d = −0.8 a.u.) are shown. Here we have assumed a temperature of T = 1.0 K. First we
note that we have three dominant transmission channels with τi ≈ 1 (Fig. 6.3), hence the
e-p interaction tends to decreases the conductance (d2 I/dV2 < 0) according to the “1/2
rule” (Section 5.2) [84, 85]. The transversal modes, v1-v3, in the low energy range of
the spectrum give just rise to small signals in the IETS. Their position remains roughly
constant during the contact elongation. The signal of the low-energy longitudinal mode
v4 is somewhat larger and the energy is red shifted for increasing d. The amplitude of
the IETS signal of v6 increases strongly with increasing electrode separation due to an
increase of the longitudinal component of the vibration. The vibration energy, however,
remains roughly constant. Modes v7 and v9 experience a substantial red shift with
increasing d. This is due to the decrease of the Pb-Pb “spring constant” between the
outer atoms with increasing Pb-Pb bond length (increasing electrode separation). The
largest red shift, occurs for the longitudinal mode v10. This can be attributed to the
large change in the Pb-Pb bond lengths between the central atom, and the atoms in the
first electrode layer during the opening process.

At T = 1 K the different modes in the IETS remain mostly well separated and can be
distinguished. However, increasing the temperature will smear out the individual res-
onance, making it difficult or even impossible to identify individual peaks. In ??a a
comparison between the IETS at T = 1 K and T = 4 K is shown. We can see that most of
the features are smeared out at T = 4 K. The broad peak between 3.5 meV and 8.5 meV

Fig. 6.8: Comparison of the IETS at d = 0.0 a.u. for T = 1 K 4 K.
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Fig. 6.9: IETS calculated at T = 4 K for the different electrode separations in the elastic
stage at the beginning of the junction elongation.

can be mainly attributed to the transversal modes v1-v3. The peak centered at 8 meV
is formed from v6-v9. The only peak which can be assigned to an individual vibration
is the signal of the high energy longitudinal mode v10 (13 meV.). Even if we cannot
resolve the individual vibrational modes in the IETS for T = 4 K, it is possible to iden-
tify the general features. As shown in ??b, we observe the red shift of the vibrational
energies, as well as, the increase of the absolute value of the amplitude, with increasing
electrode distance.So far we have just considered the elastic stage in the beginning of
the elongation process, but it is also possible to observe signatures of the atomic rear-
rangements in the IETS. Basically a plastic deformation of the contact leads to a large
qualitative change of the observed IETS. In Fig. 6.10 we see the changes of the IETS be-
tween steps in which the contact is plastically deformed. If we go form d = −1.6 a.u.
to d = −2.4 a.u. we observe an increase of the conductance (d2 I/dV2 > 0) at low volt-
ages. This corresponds to the partial opening of transmission channels with τi < 1/2
(Fig. 6.3). According to the “1/2 rule”, the transmission probability for these channels is
increased by the e-p coupling (Section 5.2) [84, 85]. On the other hand, the high energy
modes mainly disappear from the spectra. The plastic deformation at d = −3.2 a.u.
increases the cross section of the contact to two atoms and lifts thereby most of the sym-
metries of the contact. We observe just one very broad peak, for d2 I/dV2, centered at
8.3 meV. However, this peak cannot be attributed anymore to specific vibration modes,
due to the large deformation of the central part (Fig. 6.4).
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Fig. 6.10: Change of the IETS (T = 4 K) at stages of plastic deformation of the contact
during the closing of the junction.
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6.3 Aluminum atomic-contacts

6.3.1 Transmission channels

The Al atomic-contacts are modeled by the ECC shown in Fig. 6.11a. The ECC consists
of two Al 〈111〉 electrodes (61 atoms) connected via a single Al atom. The contacts are
described as open-shell systems with one unpaired electron. Starting from the ideal fcc
Bravais lattice positions (lattice constant a = 4.05 Å) the central (C) part is relaxed, while
the left (L) and right (R) parts of the electrodes are kept fixed.
The conductance of the contact is given by G = 1.52 G0. Comparing the transmission
in the α and β spin-channel in the inset of Fig. 6.11b, we see that both channels yield
the same transmission τ(E) in the whole considered energy range, from -10 eV to 0 eV.
Therefore, we do not explicitly take the spin degree of freedom into account in the fol-
lowing discussion.
From the electron configuration, [Ne] 3s23p1, of Al, we would expect 3 non vanishing
transmission channels from the 3 valence electrons. However, from the channel de-
composition of τ(E) we find, at the Fermi energy EF = −4.25 eV, one completely open
channel τ1 = 1 (Fig. 6.11b) and two degenerate channels, τ2 = τ3 = 0.26, with much
smaller transmission probability. As argued in Refs. [86] and [87] the open channel τ1
is given by a σ-channel formed from the combination of the s-pz valence orbitals. The
wave-function of the first channel shows indeed σ-character, with rotational symmetry
along the transport direction (z-axis), as we can see from Fig. 6.12. The wave-functions
belonging to the channels 2 and 3 are of π-character and formed from the combinations
of the px and py orbitals. Where the wave-function belonging to τ2 has a a nodal plane

Fig. 6.11: (a) Division of the ECC into L, C and R. (b) Energy-dependent transmission
τ and the four largest channel transmission probabilities τ1-τ4. The Fermi-energy EF is
indicated by the dashed, vertical line.
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Fig. 6.12: Left-incoming wave-functions of the three dominant transmission channels
τ1-τ3 (isosurface value c = 0.2 a.u.−3/2).

in the x-z plane and the nodal plane of the wave-function belonging to τ3 is the y-z
plane. Due to the suppression of the transmission probability of channel 2 and 3, the
left-incoming wave-function is first purely real and decaying along the transport direc-
tion, before coupling into a Bloch-wave on the right-hand side of the contact (Fig. 6.12).

6.3.2 Opening and closing curves

To simulate the opening and closing process of the Al junction, we start from the ideal
structure displayed in Fig. 6.11a, and follow the procedure described in Section 6.2.2 for
Pb. The junction configurations at selected stages of the elongation are given in Fig. 6.13.

The evolution of the conductance during the elongation process, shown in Fig. 6.14,
can basically be divided in three stages. From d = 0.0 a.u. to d = 4.0 a.u. the conduc-
tance decreases monotonically. From d = −0.8 a.u. to d = −3.2 a.u. the conductance
is roughly constant and the contact is mainly elastically deformed. At d = −4.0 a.u. a
plastic deformation occurs which leads to a large increase of the transmission.
Already at d = 0.0 a.u. a asymmetric contact is formed in the geometry optimization
process. The tip atom is pulled towards the left electrode. The bond length between the
tip Al atom and the atoms in the first electrode layer is given by (Al-Al)le f t = 5.23 a.u..
However, the distance between the tip Al atom and the right electrode (Al-Al)right =

Fig. 6.13: Evolution of the contact during the opening and closing process.
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6.96 a.u. is much larger. Increasing the distance between the fixed electrode layers by
∆d = 0.8 a.u. increases the distance between the tip atom and the right electrode by
roughly 0.8 a.u./

√
2 = 0.57 a.u. in each elongation step. We can see from Fig. 6.14 that

the transmission decreases monotonically during the contact opening. The decay of the
transmission, between d = 0.8 a.u. and d = 4.8 a.u. can be well fitted to G = A exp(−βd)
(inset of Fig. 6.14), where the prefactor is found to be A = 2.03 and the attenuation fac-
tor is given by β = 0.721/a.u.. The exponential decay of the transmission indicates that
we are in the tunneling regime for these d.
During the closing of the contact an elastic plateau, with a roughly constant constant,

can be observed between d = −0.8 a.u. and d = −3.2 a.u.. The transmission G ≈ 2.5 G0,
and the plateau length of 2.4 a.u. corresponds well to the experimental results of Ref.
[88]. From Fig. 6.11 we can see that the atomic rearrangement at d = −4.0 a.u. increases
the cross section of the contact from one to four atoms. The larger cross section of the
contact allows for further open transmission channels. The resulting transmission of
G ≈ 5.0 G0 is factor of 2 larger than before the plastic deformation at d = −3.2 a.u..

Fig. 6.14: Evolution of the transmission τ and of the six largest transmission channels
τ1−τ6 during the opening (closing) of the contact. We start to open (close) the contact
at d = 0.0 a.u.. Positive electrode displacements d > 0 correspond to opening steps,
negative electrode displacements d < 0 to closing steps, respectively.
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6.3.3 Inelastic current

For the Al junctions we consider the same partitioning of the ECC as for the Pb contacts
iSection 6.2.3. We do relax all the atoms in C, but restrict the dynamic region to the 7
central atoms (Fig. 6.5). As discussed in Section 6.3.2, the elongation process of the Al
contact can basically be divided into three stages, namely two plateau-like and the tun-
neling regime.
First we will consider the crossover from the tunneling regime to the plateau with con-
stant transmission. In Fig. 6.15 the IETS calculated for the geometries at d = 0.0 a.u.
and at d = −0.8 a.u. are shown. Here we have assumed a temperature of T = 1 K, to
resolve all the signatures of the individual vibrational modes in the IETS. The form of
the vibrational modes contributing to the IETS are sketched in Fig. 6.16a for d = 0.0 a.u.,
and in Fig. 6.16b for d = −0.8 a.u. First we note that for d = 0.0 a.u. the vibration modes
are mainly localized either on the left, or on the right electrode (Fig. 6.16a). This is in
contrast to d = −0.8 a.u., where the vibrations are mostly localized on both electrodes
simultaneously (Fig. 6.16b).
For d = 0.0 a.u., the IETS signals in the low energy range between 6.5 meV and 13.5
meV are due to the transversal modes v1-v4. They couple mainly to the π-symmetric
transmission channels 2 and 3 (Fig. 6.12). The coupling of the transversal vibrations to
the channels τ2 and τ3 leads to an increases of the transmission (d2 I/dV2 > 0). The
negative IETS signals between 16.50 meV and 20.60 meV correspond to the longitudi-
nal vibrational modes v5-v8. They couple mainly to the σ-channel τ1. The modes with
higher energy yield just small signals in the IETS. For d = −0.8 a.u. we can observe a

Fig. 6.15: IETS, calculated at T = 1 K, for d = 0.0 a.u. and for d = −0.8 a.u.. The assigned
modes are shown inFig. 6.16.
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Fig. 6.16: Vibrational modes, which give rise to signals in the IETS. The displayed modes
are for the geometry at (a) d = 0.0 a.u. and (b) d = −0.8 a.u.. The atoms belonging to L
and R have been omitted.
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prominent peak with d2 I/dV2 < 0 at 6.48 meV. For d = 0.0 a.u. this peak is absent.
These signal corresponds to a strong longitudinal vibration of the tip atom (w1), which
couples strongly to the σ-channel τ1 (Fig. 6.12). The transversal vibrational modes,
w2-w4, have comparable energies as the transversal modes v1, v3 and v4 and they
yield similar signals in the IETS. The remaining modes are blue shifted as compared to
d = 0.0 a.u.. However, it is not possible to unambiguously characterize these modes,
because they are often a combination of longitudinal and transversal vibrations.
In order to compare to the experimental results of Ref. [89], we assume in the following
a temperature of T = 10 K. A comparison between the IETS calculated at T = 1 K and
T = 10 K is shown in the insets of Fig. 6.17a (d = 0.0 a.u.) and Fig. 6.17b (d = −0.8 a.u.).
We can see that the individual features are largely smeared out at T = 10 K. However,
it is still possible to attribute the broad peaks to transversal or longitudinal modes, be-
cause they are well separated in energy.
Next we consider electrode separations between d = 0.0 a.u. and d = 4.0 a.u.. As indi-
cated in Fig. 6.17a, the peak centered at 11 meV, corresponds to the transversal vibra-
tions v1-v4. The peak position remains constant during the opening of the contact. The
amplitude of the peak decreases with increasing d. The peak position, at the constant
energy of 11 meV and the decrease of the peak amplitude upon opening of the contact
correspond well to the experimental findings of Ref. [89]. The negative IETS signal of
the longitudinal modes experiences a blue shift of around 4 meV during the opening of
the contact, shifting from 18 meV (d = 0.0 a.u.) to 22 meV (d = 4.0 a.u.). These vibra-
tions could not be observed in the experiments of Ref. [89]. However, as argued there,
it was not possible to determine the exact structure of the IETS for these energies due
to additional signals of bulk phonons. Furthermore, it seems that the “1/2 rule” is not
valid here. Irrespective of the transmission probability of the individual channels, we
observe for transversal modes always an increase and for longitudinal modes always a
decrease of the conductance. However, in Refs. [91] and [92] it was shown that the “1/2
rule” is strictly valid just for a very narrow parameter regime. For example, the “1/2
rule” assumes a symmetric coupling of the central part to the left and right electrodes.
This does presumably not hold for the asymmetric junctions analyzed here.
In the IETS of the contact with d = −0.8 a.u. we observe a prominent peak at 6.48
meV corresponding to the longitudinal vibration w1 (Fig. 6.17b). Low energy longitu-
dinal modes in the range of 6 – 11 meV have also been observed in the experiments
of Ref. [89]. If the contact is closed further, the longitudinal vibration w1 disappears
again (Fig. 6.17b). Moreover, the structure of the IETS below 20 meV changes in every
elongation step. For energies above 20 meV we always observe the signatures of the
longitudinal modes. As indicated in Fig. 6.17b, they experience a substantial blue shift
of around 15 meV with the closing of the contact. The amplitude of the peak, corre-
sponding to the modes w7-w10, decreases with decreasing d. The peak corresponding
to the longitudinal vibration of the tip atom (w12), increases during the closing of the
junction.
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Fig. 6.17: (a) IETS, calculated at T = 10 K for the elongation stages d ≥ 0.0 a.u.. The
blue shaded area indicates signals corresponding to transversal modes, while the red
shaded area indicates signals originating from longitudinal modes. The inset shows the
IETS for d = 0.0 a.u., calculated for T = 1 K and for T = 10 K. (b) IETS, calculated
at T = 10.0 K for the elongation stages d ≤ −0.8 a.u.. The arrows indicate the shift of
the longitudinal peaks with decreasing d. The inset shows the IETS for d = −0.8 a.u.,
calculated for T = 1 K and T = 10 K.
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6.4 Comparison between Pb and Al junctions

For Pb as well as for Al, we could connect their valence structure to the transmission
channels of the single-atom junctions. We found for both metals three dominant trans-
mission channels.One channel is of σ-character and is formed from the hybridized s-pz
orbitals. The two other channels are degenerate combinations of the px and py orbitals,
hence they are of π-character. For Pb all three channels are almost completely transpar-
ent. In contrast to Al, where just the σ-channel is perfectly transmitting. The two degen-
erate π-channels are only partially open. Their transmission probability is around0.25.

The opening curve differs qualitatively between Pb and Al. For Pb we find that the
conductance remains almost constant until the contact breaks. This is opposed to the
Al junction, for which the conductance decays exponentially with increasing electrode
separation. Jumps in the conductance during the closing of the contact could be at-
tributed to the (partially) opening or closing of transmission channels, due to atomic
rearrangements when the contact is plastically deformed.

The vibrational energies are for both systems of the order of several meV. For Al the
vibrational energies range between 6.5 meV and 32 meV. Compared to 3.7 meV and 13
meV for Pb, they are on average around factor of two larger. During the initial elas-
tic elongation stage of the Pb junction the energy of the transversal modes remains
constant. The longitudinal modes, on the other hand, are red shifted with increasing
electrode separation. However, the qualitative character of the modes is preserved un-
til the contact rupture. For Al we observe a similar behavior in the region where the
conductance decays exponentially. However, during the closing of the contact, the IETS
changes qualitatively, even though, the contact is not plastically deformed.
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Part IV

Transport through organic molecules

7 Introduction

In this part we are concerned with the charge transport properties of metal-molecule
hybrid systems. As mentioned in the very beginning of this thesis the precise atomistic
details inside the molecular junction and especially the properties of the metal-molecule
interface have a strong influence on the transport properties. Achieving a larger degree
of control over these details is an important topic in the current research in molecular
electronics.

Therefore we explore the influence of different anchoring groups on the transport prop-
erties for two distinct classes of molecules. The first class are aliphatic octane-based
systems (Section 8), namely octance-dithiol (ODT), where sulfur (S) linkers are used
and octance-diamine (ODA), where amino (NH2) groups serve as linkers to the Au
electrodes. In these rather linear molecules the electron transport proceeds through
the σ-bonds between the carbon atoms. Accompanying experiments conducted in the
group of Elke Scheer et al., we are simulating IETS for ODT and ODA. These simula-
tions support the experimental findings that ODT is much stronger bonded to the Au
electrodes than ODA and that during the opening process thiol-anchored octanes cause
deformations of the Au-contacts.

The second class are aromatic biphenyl-based molecules. In these molecules the charge
transport is in most cases dominated by the π-electron system and depends strongly on
the degree of π-conjugation. For these systems we are also concerned with the influence
of the molecule-metal interface on conduction properties. We analyze different anchor-
ing groups but take also different coordinations of the molecular anchors with respect
to the Au-surface into account. On the other hand we study the influence of “internal”
molecular properties on the conductance, namely the torsion angle ϕ between the two
phenyl rings. The reduction of the π-π coupling between the two phenyl rings with
increasing ϕ leads to a decrease of the π-conjugation.
In Section 9.2 we show for biphenyl-dithiol (BPDT) molecules that variation of the S-Au
coordination can lead to large changes of the conductance. This is explained by the dif-
ferent degree of hybridization between molecular orbitals and states in the electrodes
and by the difference in the charge transfer onto the molecule for the different binding
sites. However, independent of the S-Au coordination we find that the conductance de-
creases as cos2 ϕ with increasing torsion angle ϕ. The findings are illustrated by means
of transmission eigenchannels.
In Section 9.3 we are considering nitrile (CN) anchored biphenyls. In collaboration with
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the experimental group of Thomas Wandlowski from the University of Bern we showed
that CN, in contrast to S, binds selectively to the Au-electrodes and gives therefore rise
to well-defined peaks in the conductance histograms. The bond between the CN anchor
and the Au surface is formed via the nitrogen lone-pair and we find that only bonds to
At atoms with a low coordination are stable. Furthermore the electron-donating na-
ture of CN leads to electron transport through the lowest unoccupied molecular orbital
(LUMO).
In Section 9.4 the focus lies on the thermoelectric properties of the biphenyl-based
molecular junctions. We are calculating the junction thermopower (Q) for thiol, amine,
and nitrile linked biphenyl-gold-junctions. The anchoring groups play here a crucial
role for the sign and well as for the absolute value of Q. We also explore the influ-
ence of the π-conjugation on Q. We show that Q decreases as cos2 ϕ with increasing
ϕ. The observed variations are within experimental resolution. Hence we are provid-
ing a proposal for future experiments concerned with thermoelectric effects in aromatic
molecules.



65

8 Elastic and inelastic transport through octane molecules

8.1 Experimental motivation

Comparing the experimental results ofElke Scheer et al. with our theoretical calcula-
tions we analyze the charge transport through single-molecule junctions with respect
to the influence of molecular end groups. For both amine-ended and thiol-ended oc-
tanes contacted to gold electrodes, we study signatures of chain formation by analyz-
ing kinks in conductance traces, the junction length, and inelastic electron tunneling
spectroscopy (IETS). We try to gain further insight into the underlying processes dur-
ing the opening of the contact, by simulating the junction stretching. The results show
that for amine-ended molecular junctions no atomic chains are pulled under stretching,
whereas the Au electrodes strongly deform for thiol-ended molecular junctions. This
provides evidence that the amine anchors bind only weakly to Au. The relevant vibra-
tional modes for transport are characterized by comparing experimental and calculated
IETS. Thereby we focus on the signatures of the S-Au and NH2-Au vibrations to gain
further insight into the properties of the molecule-metal interface. The S-Au vibration
frequency remains roughly constant during the junction stretching, due to the defor-
mation of the contact, contrary to the N-Au mode which experiences a red shift until
the rupture of the N-Au bond. This can be attributed to the different strengths of the
S-Au and N-Au bonds and further supports that amine anchors bind much weaker to
Au than S linkers.

8.2 Linear conductance and opening curves

To gain insight into the processes occurring during the opening of the molecular junc-
tions, we performed simulations of the stretching of ODT and ODA single-molecule
junctions using a DFT-based scheme. We model the ECC of the ODT and ODA junc-
tions by two Au clusters of 20 atoms on the left and the right bridged by the respective
molecule. The clusters resemble ideal Au 〈111〉 pyramids and represent the tips of the
semi-infinite Au electrodes. The molecules are connected to the tip atoms of the pyra-
mids via their anchoring groups. Starting from the geometries headed “0.00 Å”, we
separate the electrodes to the left and right symmetrically by a distance of 0.105 Å in
each step as shown in Fig. 8.1a,b. While we keep the two outermost Au layers fixed in
this process, we relax the complete inner part of the junction, as indicated in Fig. 8.1a,b.
In this way, we simulate an adiabatic stretching trajectory with equilibrium junction
geometries for all the elongation stages. As displayed in Fig. 8.1a, we observe strong
deformations of the Au electrodes upon stretching for ODT junctions. In particular,
atomic Au chains are being pulled. For the ODA junctions shown in Fig. 8.1b, we do
not find the formation of Au atomic chains. Indeed the Au electrodes remain intact in
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Fig. 8.1: Junction geometries for both anchoring groups, ODT (a) and ODA (b) at differ-
ent electrode displacements. (c) Evolution of the elastic conductance. The dominationg
transmission channel is of σ-character for both anchoring groups, displayed for ODT in
(d) and for ODA in (e).

their initial geometries during the stretching process. This is a result of the lower bind-
ing energy of the Au-N bond (0.92 eV) as compared to the Au-S (1.76 eV) and the Au-Au
bonds. Besides the equilibrium structures at the different elongation stages, we deter-
mined the conductance and find it to range between 1× 10−4G0 and 3×10−4G0 for ODT
contacts. As indicated in Fig. 8.1c it is possible to observe signatures of the chain for-
mation in the conductance. The chain formation, starting at a electrode displacement of
2.730 Å, leads to a abrupt decrease of the conductance. With further stretching the con-
ductance increases again until it saturates at around 3× 10−4 G0 and drops suddenly at
the contact rupture. For ODA the conductance is between 4× 10−4G0 and 6 ×10−5G0,
as shown in Fig. 8.1c. Compared to the experiment, the conductance is overestimated
in both cases by a factor of around 3. This may be related to uncertainties in the de-
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scription of the alignment of the molecular states and the metal Fermi energy, as well as
the band gap problem of DFT [38, 39, 66]. However, the deviations appear acceptable
considering the lack of knowledge with respect to the precise contact geometry. The re-
duced conductance, by a factor of around 5, for similar junction geometries of ODA as
compared to ODT is in qualitative agreement with the experimental observations and
previous reports in the literature [93, 94]. We find that the transport for both ODT and
ODA is dominated by one transmission channel formed from the σ-bonds between the
carbon atoms Fig. 8.1d,e.

8.3 Inelastic Electron Tunneling Spectroscopy

Fig. 8.2: Comparison of experimental (solid lines) and theoretical (dashed lines) IETS
spectra of (a) ODT and (b) ODA single-molecule junctions. The character of the modes
is specified by the symbols explained in the text. The separation by a comma means
that the peak is due to several modes, while “+” is used to indicate the mixed character
of a mode.

Following the experiments, we calculated the IETS at T = 4.2 K and we broaden it by
an ac voltage of 6 mV (root-mean-square) [95, 96]. We normalize the second derivative
of the IV curves (d2 I/dV2) with the dfferential conductance (dI/dV) in order to com-
pensate for the conductance change due to distance changes of the electrodes. Hence,
the IETS amplitude is defined as (d2 I/dV2)/(dI/dV) [97, 98]. With changing electrode
distance the measured IETS spectra vary; that is, peaks vary in height and positions.
The positions may shift by some 10mV due to the changes in the junction geometry.
Fig. 8.2a and b shows measured IETS spectra of Au-ODT-Au and Au-ODA-Au junc-
tions, respectively. In the low-energy regime of the IETS spectra, i.e., below 200 mV
(which is regarded as the “fingerprint regime” of a molecular junction because the fun-
damental vibrational modes typically fall in this energy range), prominent molecular



68 8 ELASTIC AND INELASTIC TRANSPORT THROUGH OCTANE MOLECULES

vibrational peaks are observed for both ODT and ODA molecular junctions. Due to the
many modes below 25 mV, these energies are excluded from the discussion. We char-
acterize the vibrational modes both by performing DFT calculations of the eigenmodes
of the molecular junctions and by computing IETS spectra by means of a lowest order
expansion in the electron-vibration coupling (see Section 4.3). In this way, we deter-
mine peak positions, peak heights, and the evolution of vibrational energies during the
stretching of the molecular contacts. We show them as the dashed lines beside the ex-
perimental spectra in Fig. 8.2. The main character of those modes is indicated, which
are responsible for the peaks in the calculated spectra. Since the theoretical IETS spec-
tra have been calculated close to our starting geometries (see the geometries with an
elongation of 0.00 Å in Fig. 8.1), we compare them to experimental spectra taken from
the middle part of stretching experiments, because in this situation a straight, but not
strongly elongated molecular junction can be assumed. Those modes identified by the
comparison between theory and experiment are summarized in Table 1. According to
our analysis, the peak at around 35mV in Fig. 8.2a results from the ν(Au-S) stretch-
ing mode and those at 29 mV in Fig. 8.2b from the ν(Au-N) stretching mode. They
signal that both amine and thiol end groups are robustly bonded to the Au atomic elec-
trodes. Further main peaks in the experimental IETS at around 53, 78, 125, 164, and 182
mV for the Au-ODT-Au junction are attributed to γw(CH2) wagging, ν(C-S) stretching,
ν(C-C) stretching and γt(CH2) twisting, γw(CH2) wagging, and δs(CH2) scissoring,
respectively, in accordance with previous studies [99, 100, 97, 101, 102, 103]. For the Au-
ODA-Au junction we assign the main peaks at 63, 110, 124, 139, 168, 180, and 200mV to
combined δ(C-C-C) and δ(C-C-N) bending, combined ν(C-N) stretching and γw(NH2)
wagging, ν(C-C) stretching, γw(NH2) wagging, γw(CH2) wagging, δs(CH2) scissoring,
and δs(NH2) scissoring, respectively. As expected, the higher energy modes above 100
meV, affecting mainly the C and H atoms of the molecule, appear at similar energies for
ODA and ODT, however with different amplitudes. Modes including motions of the
NH2 groups appear in a broad energy range. We observe that some modes appearing
in the experimental spectra are absent in the theoretical ones and vice versa. This dis-
crepancy is due to the fact that only single spectra are compared, likely corresponding
to different contact configurations. Choosing the peak at 104 mV in the spectrum of
ODT as an example, it has been shown [104] that the δr(CH2) rocking modes, to which
we ascribe the peak, may be excited only in certain configurations, which lift particular
symmetries. Other prominent features, not explained by our calculations, could be due
to combined γw(CH2) wagging and γt(CH2) twisting modes at 147 meV for ODT and
δr(CH2) rocking modes at 90 meV for ODA. In summary, the detailed comparison of
theoretical and experimental IETS reveals the complex interplay of molecular coordina-
tion and inelastic transport. Changing the anchoring group has an important influence
on the vibrational spectrum and the possibility to excite modes electrically. In the fol-
lowing we shall concentrate on metal anchor group vibrations, and also the low-energy
Au vibrational modes are discussed in this context below.
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ODT peak position1 (mV)
modes2 description2 experiment theory
ν(Au-S) Au-S stretching 35 35, 45
γw(CH2) CH2 wagging 53 56
ν(C-S) C-S stretching 78 86
ν(C-C) C-C stretching 118
ν(C-C), γt(CH2) C-C stretching, CH2 twisting 125 130
γw(CH2), γt(CH2) CH2 wagging, CH2 twisting 157
γw(CH2) CH2 wagging 164 168
δs(CH2) CH2 scissoring 182 178
ODA
ν(Au-N) Au-N stretching 29 29
δ(C-C-C)+δ(C-C-N) C-C-C bending, C-C-N bending 63 50, 64
ν(C-N)+γw(NH2) C-N stretching, NH2 wagging 110 115
ν(C-C), δr(CH2), γt(CH2) C-C stretching, CH2 rocking, CH2 twisting 121
ν(C-C) C-C stretching 124 126
γw(NH2) NH2 wagging 139 137
γw(CH2) CH2 wagging 168 169

Tab. 1: Summary of the Vibrational Mode Assignment in the IETS Spectra for ODT and
ODA Molecular Junctions, Shown in Fig. 8.2.

8.4 Gold-Molecule Interface

According to our theoretical investigations, the binding energy of the Au-N bond (0.92
eV) is significantly weaker than those of the Au-S bond (1.76 eV) for the binding in top
position [105, 106]. Indeed, in our simulations we find that this difference results in
the pulling of Au chains for ODT (Fig. 8.1a) [107, 100], while they are absent for ODA
(Fig. 8.1b). Fig. 8.1c shows an example of a calculated opening trace revealing a kink
between two rather flat plateau regions at the moment when the Au chain starts to be
formed. In the experiments, however, the conductance plateaus usually exhibit a neg-
ative slope throughout the whole stretching process. Therefore, we identify a kink by
a change of the conductance distance slope from negative to positive, as shown by the
arrow in Figure 1b. We use their appearance in the opening conductance as a signature
of chain formation or, more generally, a mechanical deformation of the Au electrodes.
In the experiments the signatures of chain formation during the stretching process oc-
cur mainly for thiol-linked molecules, whereas they are mostly absent for amine-linked
molecules [108]. Moreover, the average plateau lengths upon stretching of Au-ODT-
Au junctions (30 ± 11 Å) are significantly larger than those of Au-ODA-Au junctions
(11 ± 3 Å) [108]. In the experiment, however, the apparent plateau lengths are much

1Peak positions in the spectra are identfied by our IETS calculations and previous IETS experiments
and calculations for ODT [99, 100, 97, 101, 102, 103].

2When we separate modes by a comma, there are several contributing to the same peak. When we use
"+" or "with", a single mode has a mixed character.
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larger than those in the simulations. We observe from Fig. 8.1c that the electrode dis-
placement of the ODT junction can be changed by ∼4.4 Å before rupture, while this
displacement for ODA of ∼ 1.4 Å is clearly smaller. Although this agrees qualitatively

Fig. 8.3: (a,b) Experimental (c,d) theoreti-
cal evolution of the IETS spectra, for the
stretching (in the order of the arrow) of
a molecular junction containing ODT and
ODA.

with the differences in average single-
molecule plateau lengths [108], the dis-
crepancy between experiment and the-
ory amounts to a factor of ∼ 10. We
attribute this to the fact that we start
in our calculations with rather straight
molecules bonded to the ends of Au
tips (see Fig. 8.1a and b). In the ex-
periments, the molecules can be twisted
and stretched upon elongation, or their
anchoring group may “slide” along the
metallic electrodes on both sides toward
the tip ends. For ODT deformations of
the metal electrode can arise in addition,
which we cannot account for entirely in
the calculations due to the limited amount
of flexible atoms in the Au electrodes.
Nevertheless, the experimental and the-
oretical results consistently suggest that
strong mechanical deformations of the Au
electrodes are involved for ODT, possi-
bly including the formation of Au chains,
while such deformations are essentially
absent for ODA.

The different behavior of thiol ended and
amine ended molecular junctions is fur-
ther elucidated, when we compare the
ν(Au-S) and ν(Au-N) vibrational modes
in the IETS for increasing electrode sepa-
ration in the lowest conductance regime.
In Fig. 8.3a,b the experimental and in
Fig. 8.3c,d the calculated IETS spectra be-
low 45mV are presented for increasing
stretching distance in the order from top
to bottom. In Fig. 8.3a and c the ν(Au-S)
mode is very stable, and no significant
change of vibrational energy during the
stretching of the junction can be noticed.

Hence experiment and theory are consistent. In contrast, in the Au-ODA-Au junction
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Fig. 8.4: (a) The tension force and (b) the vibrational energies of gold anchor group
stretching modes as a function of the electrode displacement for ODT and ODA molec-
ular contacts. The ν(Au-S) and ν(Au-N) modes shown are those causing the peaks in
the calculated IETS spectra in Fig. 8.2.

of Fig. 8.3b and d, the energy of the ν(Au-N) mode is red-shifted by more than 5 mV
with increasing electrode separation. This behavior is consistent with an increase of the
Au-N bond length due to its weak bond strength, going along with the reduction of
force constants.
In Fig. 8.4a we show the calculated evolution of the tension force during the stretching
process, obtained as the derivative of the total energy with respect to the displacement
distance. Elastic and plastic stages can be distinguished, where forces increase roughly
linearly during the elastic stages. Finally, the stress is released abruptly in plastic stages
by mechanical deformation of the gold electrodes or bond rupture. We note that for
the ODT contact that breaks at an Au-Au bond, we obtain a breaking force of 1.5 nN,
which is in good agreement with breaking forces measured for atomic chain geometries
of Au atomic contacts [109]. In contrast, the breaking force for ODA contacts of 1 nN is
lower. In Fig. 8.4b we plot the evolution of the energy of the ν(Au-S) and ν(Au-N) vi-
brations for ODT and ODA junctions, which lead to the peaks in the computed IETS in
Fig. 8.2. We find a substantial red shift of the ν(Au-S) and ν(Au-N) vibrational energies
upon stretching for both kinds of junctions (see Fig. 8.3b and Fig. 8.4b). The ν(Au-N)
mode shows a behavior in good agreement with the experiment. In contrast, the de-
creasing frequency of the ν(Au-S) modes during the elastic stages does not comply
with the experimental observations. However, we expect that the calculations under-
estimate the deformability of the Au electrodes due to the limited reservoir of mobile
Au atoms assumed for practical reasons. Indeed, when stress is released by pulling
gold atoms out of the electrodes in the plastic stages, we observe a “revival”, i.e., an
increase of the ν(Au-S) vibrational frequencies. Our theoretical findings hence support
the experimental suggestion that the force constants of the Au-S stretching modes stay
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effectively constant on the experimental time scales due to the mechanical deformations
of the metal electrodes [108]. Overall, this comparison of ν(Au-S) and ν(Au-N) modes
with the help of the experimental IETS measurements and theoretical calculations of
IETS and vibration and binding energies clearly demonstrates that the Au-N bond is
significantly weaker than the Au-S bond.

8.5 Conclusion

We performed calculations of IETS spectra, comparing to the measurements of the
group of E. Scheer, for both Au-ODT-Au and Au-ODA-Au single-molecule junctions
at 4.2 K using the MCBJ technique. We determined stable contact geometries under
stretching, elastic transport properties, and inelastic electron tunneling spectra by con-
sidering the electron-vibration coupling perturbatively to lowest order. We presented
for the first time inelastic transport data and the corresponding theoretical information
for Au-ODA-Au junctions and found good agreement. Our results demonstrate that the
amine-ended molecules bind only weakly to Au, in contrast to the thiol-ended ones. In
particular, the strong Au-thiol bond causes major mechanical deformations of the Au
electrodes including the pulling of Au chains, while such deformations are largely ab-
sent for the quickly breaking Au-amine bonds. These findings can play an important
role for the controlled design of future molecular electronic devices.
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9 Biphenyl-based single molecule junctions

9.1 Introduction

Figure 9.1: Chemical structure of the investigated molecules. Here RX = {S, NH2, CN}
stands for one of the anchoring groups used throughout this part and R represents the
acetyl group for the synthesized form of the molecules, a hydrogen atom after the in-situ
deprotection, or the Au electrode for the transport measurements.

In this section we present a systematic study of the transport properties of biphenyl-
based molecules connected to gold electrodes. In this class of molecules the transport
properties are mainly dominated by the π-electron system and depend strongly on the
degree of the π-conjugation between the two phenyl rings. It was demonstrated re-
cently [14, 110] that the degree of π-conjugation and hence the conductance can be
controlled by the molecular conformation, namely the torsion angle ϕ between the
two phenyl rings. Venkataraman et al. [14] showed for diamine terminated biphenyl
molecules that ϕ can be changed by means of different chemical substituents and found
that the conductance decreases as cos2 ϕ with increasing ϕ. In this work we will con-
sider the set of molecules displayed in Fig. 9.1 named here M0-M7. The molecular con-
formation is in difference to the work by Venkataraman et al., varied by the use of alkyl
chains and methyl side groups. Using alkyl chains avoids largely substituent-related
shifts of the molecular levels which are known to have a non-negligible influence on the
conduction properties [111, 112, 113]. This will be especally important when we deal
with the thermoelectric properties of the molecular junctions in Section 9.4.
The studies which we present in the following we give a comprehensive overview of
the transport properties of biphenyl-based molecular junctions. The first two sections
are concerned with the electric conductance through bipheny molecules and originate
from the collaboration with the experimental group of Thomas Wandloski of University
Bern.
In Section 9.2 we explored the conduction properties of biphenyl-dithiol (BPDT)
molecules. We study a systematic set of contact geometries and place special empha-
sis on transport for perpendicular ring orientations. The conduction mechanisms are
revealed by means of a tight-binding model (TBM), the more frequently used Lorentz
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model (LM), and the eigenchannel decomposition of the conductance. Our calculations
suggest that the coordination site (“top”, “bridge”, or “hollow”) of the anchoring sulfur
(S) atom at the Au surface plays a decisive role in conduction through the molecular
junction.
In Section 9.3 discuss nitrile-terminated biphenyl molecules. In experiment they give
rise to well-defined peaks in the conductance histograms as a result of the high selectiv-
ity of the N-Au binding. We study two stable binding sites of nitrile (CN) with respect to
the Au surface. Our calculations show that the transport takes place through the tail of
the LUMO which is in contrast to thiolated biphenyls were the conductance is HOMO
dominated.
Besides the electric conductance which is explored in the first two sections, we will be
concerned with thermoelectric properties of single-molecules in Section 9.4. We will
determine the junction thermopower of sulfur, amine and cyano-terminated biphenyl
molecules connected to Au electrodes. We find that the absolute value of the ther-
mopower Q exhibits a weak cos2 ϕ dependence with a variation that is within experi-
mental resolution. We show that the observed cos2 ϕ dependence is robust with respect
to different anchoring groups and binding positions. The anchoring group determines
the sign of the thermopower. Sulfur and amine give rise to Q > 0 and cyano to Q < 0,
respectively. Different binding positions, on the contrary, lead to variations of the abso-
lute values of the thermopower. The observed ab initio results are found to be described
well by means of the TBM model introduced in Section 9.2. With the TBM we can ex-
plain the variation of the thermopower with respect to anchoring group and binding
position by the different Fermi level alignment of molecular states and their broadening
due to the electrodes.

9.2 Conductance properties of thiolated biphenyl-based molecules

9.2.1 Contact geometries

The statistical nature of the single-molecule conductance experiments [110] does not
provide an a priori assignment of representative junction geometries. Therefore, we
have decided to study three contact structures with different coordinations of the ter-
minal sulfur atoms. The procedure adopted to determine the structure of the ECC is
summarized in Fig. 9.2.
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Fig. 9.2: Procedure used to set up the contact geometries for (a) S-HH, (b) S-BB, and (c)
S-TT1 binding, respectively.

In order to model the molecular junctions, we connect the molecule to two Au 〈111〉
pyramids, both stemming from the same ideal fcc Bravais lattice. We consider the fol-
lowing three types: For hollow-hollow (S-HH) (Fig. 9.2a) the S atoms of the molecule
are bound at each side to three Au atoms, for bridge-bridge (S-BB) (Fig. 9.2b) to two Au
atoms, and for top-top (S-TT1) (Fig. 9.2c) to only a single Au atom. Junctions of the form
HB, HT etc. should also occur in the experiments, but they are not considered here.
For the determination of the S-HH and S-TT1 geometries, we start from the gas-phase
structure of each molecule (with SR=H in Fig. 9.1), replace the terminal H atoms by
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Fig. 9.3: Division of the ECC into the L, C, and R regions. A large number of gold atoms
(around 120 in L and R, respectively) is used to represent the electrodes in the DFT
calculations.

an S-Au1 group (R=Au1 in Fig. 9.1), and compute ground-state geometries. For S-HH
contacts, the Au1 atoms are removed. An Au19 cluster, resembling a Au 〈111〉 pyramid
with a thiolated benzene attached, is computed separately. The cluster is positioned
at each side of the BPDT such that the S atoms on top of the pyramids coincide with
the S atoms of the molecule (Fig. 9.2a). To obtain the S-TT1 geometries, the molecule
is oriented such that each Au1 atom coincides with a tip atom of the Au20 pyramids
(Fig. 9.2c). To determine the equilibrium structure for both S-HH and S-TT1, the inner
part is relaxed and only the two outermost gold layers, consisting of 6 and 10 atoms, are
kept fixed in the ideal Au fcc structure.
For the S-BB geometries we follow slightly different steps. First the terminal H atoms

of the gas-phase molecules (with SR=H in Fig. 9.1) are replaced with S, one side is con-
nected to a Au20 pyramid in bridge position, while the other one is terminated with Au1.
The outermost gold layers of the pyramid are kept fixed, while the rest is optimized. A
second Au20 pyramid is finally added to the Au1-terminated side, where the relative
distances of the binding S atom with respect to the new Au20 cluster are chosen to be
the same as for the S atom in bridge position at the Au20-terminated side (Fig. 9.2b).
Fixing again only the two outermost Au layers, the structure is optimized to determine
the ground-state geometry.
We note that the contact geometries do not only differ with respect to the coordination
of the sulfur atoms to the gold electrodes, but also in the stress exerted on the molecules.
As visible in Fig. 9.2a, the 〈111〉 direction is located in the ring plane of a mono-thiolated
benzene molecule on top of a Au pyramid. Since the S-S axis is along the same direction,
the BPDT molecule is expected to adopt a minimum-energy configuration inside the S-
HH junction with ϕ close to its gas-phase angle. In contrast, in the S-TT1 geometries
the biphenyl derivative bridges the gold tip atoms, which are opposite to each other. In
this case the sulfur atoms are deflected from their equilibrium positions, which would
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be located along the 〈111〉 direction on top of the pyramids (Fig. 9.2c). In the geome-
try optimizations we find that the phenyl ring planes of the biphenyl molecules tend to
align parallel to the surfaces of the pyramids. Since this may not be possible on both
sides of the junction, some torque is exerted. Beside effects related to charge transfer,
which may also be present for the S-HH contacts, geometric constraints thus yield an
additional contribution to the change of the torsion angle. Similar effects as for S-TT1
are also present for the S-BB contacts, since the orientations of the phenyl rings with
respect to the gold pyramids on both sides are generally different according to our con-
struction.
We have determined binding energies by subtracting the total energy of the contact ge-
ometries from those of the frozen separate parts, namely the left and right Au clusters
and the S-terminated biphenyl (without hydrogen on the sulfur atoms). With this proce-
dure, we find the following averaged binding energies for the set of molecules: 5.9± 0.3
eV (S-HH), 2.9± 0.2 eV (S-BB), and 2.2± 0.2 eV (S-TT1). Hence, we find a trend of de-
creasing binding energies with decreasing coordination of the sulfur atoms to Au.
For reasons of computational feasibility, the structural optimizations (and calculations
of binding energies) are carried out with Au pyramids consisting of 19 atoms for S-HH,
and 20 atoms for S-TT1 and S-BB, respectively. To ensure a proper description of the
Fermi-level alignment in the transport calculations, the gold pyramids are extended to
115 (S-HH) and 116 atoms (S-BB, S-TT1), as displayed in Fig. 9.3. All added atoms are
positioned on the ideal fcc lattice with a lattice constant a = 0.408 nm, matching those of
the fixed layers for the smaller pyramids. No further geometry optimization is carried
out for contacts with extended Au pyramids, and transport properties are computed
after a self-consistent, single-point DFT calculation.

9.2.2 Molecular Conformation

Fig. 9.4 shows the torsion angle between the two phenyl rings for the molecules as
determined by X-ray measurements and by DFT calculations in the gas-phase as well
as in the junction geometries.
We notice that gas-phase angles (with SR=H in Fig. 9.1) generally coincide well with the
angles from the X-ray measurements [114, 115, 116]. The discrepancy for M6 by roughly
10◦ has been observed previously [110]. It is likely due to differences between gas-phase
and crystal structures caused by the limited stabilization of the conformation, when
there is just a single methyl group on each phenyl ring. Note that no X-ray structure
measurement exists for M0.
For the contacted molecules deviations of ϕ from the gas-phase conformation are small
for S-HH, but can be larger for the S-BB and S-TT1 geometries. This is expected from the
discussion in Section 9.2.1. The conformation of the alkyl-bridged BPDTs M1 to M5 is
very stable. A slight trend of increasing ϕ variations for the molecules with the longer,
configurationally more flexible alkyl chains can be recognized, however. The torsion
angles of M0 and M6 result from the balance between conjugation and modest steric
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repulsion effects due to H atoms or single CH3 groups in the ortho position with respect
to the ring-connecting carbons [117]. Therefore, their ϕ should be rather sensitive to
the geometric constraints in the contacts or the charge transfer between the molecule
and the electrodes. As a result, deflections of ϕ from the gas phase values of up to 40◦

occur in the calculations. In contrast, the additional methyl side groups in M7 efficiently
stabilize ϕ [117].

Fig. 9.4: Comparison of the torsion angle ϕ as determined from X-ray measurements
and from DFT calculations in the gas phase (isolated; XR=H in Fig. 9.1) as well as in the
molecular junctions (S-HH, S-BB, S-TT1; see Fig. 9.2).

9.2.3 Conductance

In Fig. 9.5 we present the computed conductance values as a function of the torsion an-
gle ϕ, which the biphenyl molecules adopt in the optimized junction geometries.
On the linear conductance scale we find a reasonable G = a cos2 ϕ dependence for all
binding situations with best fit coefficients2 aHH = 2.3 · 10−2G0, aBB = 1.2 · 10−1G0,
aTT = 1.1 · 10−1G0. This behavior is characteristic for off-resonant charge transport dom-
inated by π-π coupling and is consistent with the experimental observations. Fig. 9.6
shows, for the sample molecule M2, that irrespective of the coordination site, the trans-
port is indeed off-resonant and dominated by the highest occupied molecular orbital

2We note that small differences in the slope values a as compared to Ref. arise from the study of a
different junction geometry for S-TT1 and a slightly modified ECC for S-BB.
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(HOMO) level.
The results suggest large variations in the conduction properties for the different co-
ordination sites of sulfur to gold. The conductance of junctions with S-HH geometry
is roughly one order of magnitude lower as compared to S-BB and S-TT1, with the
sequence of slopes aHH � aTT ≈ aBB. Similar behavior of the conductance of dithi-
olated aromatic molecules on binding site has been reported before by other authors
[118, 119, 106].
For aliphatic alkane molecules, the conductance in the bridge-bonded configuration was
reported to be higher than in the top-bonded one [120]. While these findings are com-
patible with our results in Fig. 9.5, transport through alkanes is σ-like [120, 102, 108] and
hence differs substantially from the typical π-dominated transport through aromatic
molecules. Beside the coordination of the anchoring group the molecular tilt, which
determines the overlap of the delocalized π electrons with the electrode, hence plays a
crucial role for the conductance of aromatic molecules [121, 122, 123]. We discuss these
aspects further below. However, we note that our contact geometries do not allow us to
clearly separate the effects of coordination site and tilt, since both are changed simulta-
neously.
With regard to absolute values, we observe that the calculated conductances are three
(S-BB and S-TT1 geometries) and two (S-HH geometry) orders of magnitude higher
than the experimental ones [115, 110]. We attribute this overestimation mostly to the
interpretation of Kohn-Sham orbitals as approximate quasi-particle energies [124, 125].
However, also the experimentally measured conductances are subject to uncertainties.
Indeed, we compare our results to the “typical” experimental values, as given by the
peak position in a conductance histogram, and these peaks are rather broad. Further
variations of molecular conductance, for example due to interactions of the molecules
with the solvent and other close-by biphenyl molecules or the influence of vibrations,
have not been accounted for in our calculations of static junctions in vacuum. The dif-
ferences on a quantitative level remain as a major challenge for future work.
Finally, we note that our calculations do not reproduce the experimental deviation ob-
served for M1 [110]. Since ϕ is unchanged upon contacting (see Fig. 9.4), we can exclude
an explanation based on conformational changes, which would decrease the degree of
conjugation and lead to reduced conductances. In spite of the slightly bent structure
due to the short CH2 bridge (see Fig. 9.1), the intact M1 shows the highest calculated
conductances for all coordination geometries (see Fig. 9.5).

9.2.4 Analysis of transmission resonances

In order to understand better the charge transport through the BPDT single-molecule
junctions, we analyze the transmission in terms of a TBM and a LM. We use the TBM
of Ref. [126], which is sketched in Fig. 9.6a. It describes the delocalized π-electron
system, relevant for transport away from the perpendicular orientation of the phenyl
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Fig. 9.5: Calculated conductance as a function of cos2 ϕ for the three types of contact
geometries S-HH, S-BB, and S-TT1. The angles ϕ are those of the computed junction
geometries. In all cases, lines show best fits for G = a cos2 ϕ with aHH = 2.3 · 10−2G0
(solid), aBB = 1.2 · 10−1G0 (dashed), aTT = 1.1 · 10−1G0 (dash-dotted).

rings. The Hückel-like, molecular Hamiltonian contains three parameters, namely the
onsite energy ε0 of each carbon atom, the hopping t between nearest-neighbor atoms
on each ring, and the torsion angle ϕ, specific to the considered junction geometry. To-
gether, t and ϕ determine the matrix element between the ring-connecting carbon atoms
t′ = t cos ϕ. For the description of transport we make use of the wide-band approxima-
tion, according to which the retarded self energy Σr

X due to the coupling to the electrode
X = L, R is determined by the line-broadening matrix ΓX as Σr

X = −iΓX/2 . We assume
a symmetric junction Γ = (ΓL)αα = (ΓR)ωω and, in line with the nearest-neighbor cou-
pling in the molecule, consider the self energy to be nonvanishing only on the terminal
carbon atoms α and ω of the biphenyl backbone (see Fig. 9.6a). The TBM is hence char-
acterized by the four parameters ϕ, ε0, t, Γ, where ϕ is fixed by the considered junction
geometry.
The parameters of the LM are derived from those of the TBM. For that purpose we solve
the non-Hermitian eigenvalue problem ∑k(H + Σr)jkvµ

k = λµvµ
k and select the complex

eigenvalues corresponding to the HOMO and the lowest unoccupied molecular orbital
(LUMO). In the eigenvalue equation Hjk and (Σr)jk = (Σr

L + Σr
R)jk are the Hamilto-

nian matrix and the self-energy matrix of the TBM, respectively, and λµ = εµ + iγµ.
We measure the real part of the complex eigenvalues with respect to the Fermi energy,
introducing ε̃H = εHOMO − EF and ε̃L = εLUMO − EF. Due to the symmetries of the
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Fig. 9.6: (a) Sketch of the π-orbital TBM
used to describe the transport through
BPDT molecules. ε0 is the onsite energy,
identical for all carbon atoms, t the cou-
pling between nearest-neighbor atoms on
each phenyl ring, t′ = t cos ϕ the inter-ring
coupling, and ϕ the torsion angle realized
in the particular junction geometry. The ter-
minal atoms of the biphenyl backbone to
the left and right are indexed α and ω, re-
spectively, and their couplings to the L, R
electrodes are described by the self energies
Σr

L, Σr
R. (b-d) Transmission as a function of

energy for M2 in the different junction ge-
ometries S-HH, S-BB, and S-TT1. The solid
line is the DFT result, the dashed line the fit
with the TBM, and the dash-dotted line cor-
responds to the LM. Vertical dashed lines
indicate, in the order of increasing energy,
the position of the HOMO, the Fermi en-
ergy, and the LUMO.
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ε0 t Γ ε̃M2
H ε̃M2

L Γ̃M2

S-HH -4.40 -2.30 0.70 -1.05 2.25 0.11
S-BB -4.02 -1.95 1.10 -0.42 2.38 0.18

S-TT1 -4.00 -1.90 0.96 -0.36 2.36 0.15

Tab. 2: Parameters of the TBM ε0, t, Γ obtained by fitting the DFT-based τ(E) curves for
M1-M4. The parameters ε̃M2

H , ε̃M2
L , Γ̃M2 of the LM are those derived from the TBM for

M2. All values are given in units of eV.

TBM we find for the imaginary parts γHOMO = γLUMO, and set Γ̃ = |γHOMO|. From
the relation between the TBM and the LM discussed in Appendix D (see Eq. (D.2)) we
can identify Γ̃ with the width of the Lorentzian transmission resonances related to the
HOMO and the LUMO. Finally, we determine the transmission for the LM via Eq. (D.2)
as a sum over these two frontier orbitals only. The LM is thus characterized by ε̃H, ε̃L, Γ̃
and is specific to a certain molecule and junction geometry, as described by ϕ, ε0, t, Γ in
the TBM.
Using the physically motivated TBM, we have fitted the transmission τ(E) of the well-
conjugated molecules M1-M4, as determined by the DFT calculations. Setting ϕ to the
value of the torsion angle realized in the particular junction geometry, we place spe-
cial emphasis on a good fit in the region of the HOMO-LUMO gap. When such a fit
is too ambitious due to the simplicity of the TBM, we describe well at least the region
between the HOMO and EF, to determine effective parameters for the dominant trans-
mission resonance, as well as the position of the LUMO peak. In this way, we obtain the
values for ε0, t, Γ given in Table 2.
Specific LM parameters for M2 are provided in the same table, and DFT, TBM, and LM

transmission curves for M2 are shown in Fig. 9.6b-d.
The differences between the curves of the TBM and the LM in Fig. 9.6b-d in the region
of the HOMO-LUMO gap illustrate approximations related to the neglect of interfer-
ence effects in the LM. Indeed, we find that the transmission is slightly overestimated
when it is regarded as the superposition of incoherent transmission resonances. In the
following we restrict our discussion to the parameters of the LM for M2, since they are
easy to interpret and those of the generic TBM contain similar information.
The data in Table 2 shows very similar values of Γ̃M2 for the different junction geome-
tries. While the increasing linewidth Γ̃M2 when going from S-TT1 to S-BB is consistent
with the expectation of a better electronic coupling for a higher coordination of the sul-
fur atom, also the molecular tilt plays a role. The perpendicular orientation of the BPDTs
for geometry S-HH thus leads to a reduced Γ̃M2. As an important conclusion, the values
of ε̃M2

H and ε̃M2
L show that the HOMO is closer to EF than the LUMO by more than 1 eV.

In addition, the reduced conductance for S-HH in Fig. 9.5 is explained by the HOMO
level being around 0.5 eV further away from EF than for S-BB and S-TT1.
We attribute the shift of the HOMO level towards lower energies for increasing co-
ordination number of the sulfur atoms to the different amounts of transferred charge
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at the molecule-Au interface. Indeed, both Löwdin and electrostatic-potential-derived
charges yield a leakage of electrons from the molecule, including the S atoms, to the
Au electrodes, when going from S-TT1 over S-BB to the S-HH geometry. Variations of
the conductance therefore mostly arise from changes in the alignment of the HOMO
level with respect to the Fermi energy of the Au electrodes, and originate from charge
redistributions, which are sensitive to the coordination site of the sulfur atom at the
molecule-electrode interface.

9.2.5 Transmission eigenchannels

To explore further the electron transport through BPDT molecules, especially for the
situation ϕ ' 90◦ where the TBM looses its validity, we consider the eigenchannel de-
composition of the conductance and the corresponding wavefunctions. The results are
displayed in Fig. 9.7 and Fig. 9.8. We observe one dominant eigenchannel, whose trans-
mission probability is decreasing gradually with increasing torsion angle for geometries
with ϕ . 80◦ (Fig. 9.8). The wavefunction of this channel is formed from those p orbitals
of the C atoms, which are perpendicular to the phenyl-ring planes (see the results for M1
and M2 in Fig. 9.7). The resulting π orbitals, which comprise the terminal thiol groups,
hence exhibit nodes in the ring planes. The findings agree with the expectation that
for the small torsion angles, resulting in a high degree of conjugation, electric transport
should occur via the delocalized π-electron system of the BPDTs.

Fig. 9.7: Wavefunction of the dominant, left-incoming transmission eigenchannel for
selected BPDT molecules in the S-HH, S-BB, and S-TT1 geometries. The same isosur-
face value of the wavefunctions is used in all the plots to allow for their comparison.
However, the isosurface value has been reduced by a factor of 4 on the right phenyl
ring of M7 for S-HH to visualize the π-σ and σ-π character of the two eigenchannel
wavefunctions, which yield the same contribution to the conductance.
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Fig. 9.8: Calculated conductance G and the
conductance Gn = G0τn(EF) with n =
1, . . . , 4 of the four transmission eigenchan-
nels with the highest contribution to G for
the set of BPDTs in (a) S-HH, (b) S-BB, and
(c) S-TT1 configurations.

The π-π coupling between the rings is
suppressed for ϕ ≈ 90◦, since it varies
as cos ϕ [119, 117, 127]. In this case the
molecular states become more localized
on the individual rings. The incoming
Bloch waves from the leads can still cou-
ple through the sulfur linker atom into
the π-electron system of one of the rings,
but they are back-reflected at the ring-
connecting carbon atom. This results in
a large suppression of the transmission
(Fig. 9.8), and becomes manifest in a low
amplitude of the wavefunction on the sec-
ond ring (see the results for M5 and M7
in Fig. 9.7). In this regime, the π-σ cou-
pling, proportional to sin ϕ, dominates
[119, 127]. The σ character of the wave-
functions is apparent from the absence of
nodal planes in the phenyl ring planes
and the high amplitude of the eigenchan-
nel wavefunction on the axis which con-
nects the neighboring carbon atoms. The
isolated biphenyl molecules M0 and M7
(XR=H in Fig. 9.1) with ϕ set to 90◦ pos-
sess D2d symmetry. Then, σ-π and π-
σ orbitals are degenerate, which should
lead to two dominant transmission eigen-
channels with the same contribution to
the conductance [119, 127]. However, the
presence of the electrodes generally leads
to a low symmetry of the junction as a
whole and may also modify the molecu-
lar geometry.
Hence, it is interesting to analyze the de-
generacy of eigenchannels in the differ-
ent coordination geometries for M7 with
the nearly perpendicular gas phase tor-
sion angle. Using the ratio of the channel
conductances G2/G1 with Gn = G0τn(EF)
as a measure for the degeneracy, we find
the values given in Table 3.
The data in Table 3 demonstrates the general absence of the channel degeneracy and a
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high sensitivity of G2/G1 to the junction geometry. Only for the S-HH contact geometry
we find a nearly perfect degeneracy of the two dominant transmission eigenchannels.
Consistent with this, Fig. 9.7 demonstrates that their wavefunctions are indeed of π-σ
and σ-π type. The degeneracy can be explained by the fact that M7 in the S-HH geome-
try stands perpendicular to the electrodes. The torsion angle of the contacted molecule
is hence close to those in the gas phase (see Fig. 9.4), and the overlap of the molecular
π orbitals with the electrode states is such that the degeneracy of molecular orbitals
is not strongly lifted. Therefore, the transmission reflects symmetry properties of the
molecule. For the S-BB and S-TT1 junctions, deviations from the channel degeneracy re-
sult from the geometric constraints set by the electrodes, which cause ϕ in the junctions
to deviate from 90◦, and from the asymmetric overlap of the molecular π states with
the electrode states to the left and right. Thus, our results clearly show that the reduced
symmetry of the complete junction has to be considered for transport and not just the
symmetry of the isolated molecule alone [128].
These findings suggest that measurements of the transmission eigenchannel degeneracy
may serve as a sensitive probe to determine the coordination geometry in biphenyl-type
single-molecule junctions. However, there are several factors not included in our ideal-
ized treatment. Thus, it would be interesting to study, how strongly a finite bias voltage
will lift an existing π-σ and σ-π channel degeneracy by breaking of the left-right sym-
metry. Furthermore, also dynamic effects due to vibrational modes and Jahn-Teller dis-
tortions should lead to an effective splitting of the two dominant eigenchannels. Beside
these issues, it remains an experimental challenge to determine the conduction eigen-
channel transparencies for contacts with a low transmission, since the existing tech-
niques, employing superconducting electrodes [88] or shot noise [129], yield very low
signals in such situations.
Our calculations illustrate that the alkyl chains do not participate significantly in trans-
port, as expected from the large gaps between HOMO and LUMO levels of alkanes
[120]. Considering the dominant transmission eigenchannels in Fig. 9.7, we see that
there is indeed practically no weight of the wavefunction on the alkyl chain, even for
the short chains present in M1 and M2.

S-HH S-BB S-TT1
M7 0.95 0.15 1.0 · 10−3

Tab. 3: Ratio G2/G1 of the highest eigenchannel contributions to the conductance for
M7 in the three junction geometries studied.

9.2.6 Conclusions

Motivated by recent experiments [115, 110], we have presented a detailed theoretical
analysis of the charge transport properties of Au-BPDT-Au single-molecule junctions.
The three different types of contact geometries in our DFT-based study differed in es-
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sential aspects at the molecule-metal interface. They were mainly the coordination site
of the anchoring sulfur atoms and the tilt of the molecule with respect to the elec-
trodes. Given the extensive statistical analysis in the experiments, this set of geome-
tries is clearly very limited. Furthermore, without an analysis of the junction formation
process, it is difficult to make a statement on the probability of their occurrence. How-
ever, we hope that they can be used to describe general trends, such as the influence of
molecular conformation on conductance and the variability of transport properties with
contact geometry.
We have investigated electrode-induced changes of the molecular conformation due to
charge transfer and geometric constraints and find that they are rather small for most
molecules and types of junctions considered here. Compared to the somewhat larger
variations for M0 and M6, whose ϕ is not fixed by an alkyl strap or strong steric effects,
our calculations show that the appropriate design of the side groups can help to stabi-
lize the torsion angle.
The transport calculations confirm a cos2 ϕ dependence of the conductance for the well-
conjugated molecules in each type of junction geometry. This is in accordance with the
experimental observations and is characteristic for off-resonant transport through the
π-electron system [117]. For biphenyl molecules with torsion angles close to the per-
pendicular orientation, however, we observe systematic deviations in our experimental
data from the cos2 ϕ law predicted by a simplified π-orbital TBM. In that regime of a
broken conjugation, our analysis of DFT-based transmission eigenchannel wavefunc-
tions reveals residual conductance contributions from a pair of π-σ-type conduction
channels.
Finally, our calculations suggest that molecular junctions with sulfur atoms bound to
the “hollow” site of gold electrodes could exhibit an order of magnitude smaller con-
ductance as compared to junctions with sulfur atoms bound via “top” or “bridge” sites.
Our analysis shows that the transport is dominated by the molecular HOMO level in
all cases, and variations of the conductance arise from changes in the alignment of that
level with respect to the Fermi energy of the Au electrodes. These changes in turn origi-
nate from the charge transfer between the molecule and the electrode, which is sensitive
to the coordination site of the sulfur atom.
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9.3 Nitrile-Terminated Biphenyls

9.3.1 Experimental motivation

In this chapter we are dealing with transport through a family of CN-terminated
biphenyl molecules (BPDN) connected to Au electrodes. In contrast to the previous
chapter we do not consider all molecules displayed in Fig. 9.1, but restrict our self
to the ones relevant for the corresponding experiments, namely M0-M4 and M7. For
these six molecules Mishchenko et al. found in experiments that nitrile-terminated
molecules give rise to well-defined peaks in the conductance histograms resulting from
the high selectivity of the N-Au binding. As an example a conductance histogram for

Fig. 9.9: 1D logarithmic conductance his-
togram and (inset) characteristic length his-
togram.

M3, measured by means of the scanning
tunneling microscope based break junc-
tion technique, is shown Fig. 9.9. The
main panel in Fig. 9.9 displays the cor-
responding one-dimensional histogram
on a logarithmic conductance scale con-
structed from ∼20000 individual stretch-
ing traces of M3. The sharp peaks in the
histogram around integer multiples of G0
represent the conductance of gold atomic
point contacts [130]. The prominent peak
with a maximum at Gmax = 4 · 10−5 G0 is
attributed to the most probable conduc-
tance of a single M3 molecule bound to
two Au electrodes.
To gain further insights into the actual
properties of the molecule-metal interface
and the conduction mechanisms, we will
analyze the set of molecules studied in the
experiment by means of ab inito calcula-
tions.

9.3.2 Contact geometries

As mentioned above, the well-defined peaks in the conductance histograms which were
found in experiment suggest that the CN-Au binding is highly selective. To find pos-
sible stable binding sites we therefore explored, similar to the BPDT junctions in Sec-
tion 9.2 various binding geometries (specifically top, hollow, and bridge).
To construct the molecular junctions, each molecule was firstly relaxed on top of a sin-

gle Au20 (Au19) cluster for CN-TT1 (CN-TT2) grown along the 〈111〉 direction. Then,
a second cluster stemming from the same ideal fcc Bravais lattice, was attached to the
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Fig. 9.10: The two contact geometries considered for the CN-anchored molecules. For
CN-TT1 (a) the N atom is bind to a low coordinated Au atom in top position and for CN-
TT2 (b) to a higher coordinated Au atom. (c) Division of the ECC into left (L), central
(C) and right (R) regions.

other end and the whole structure was optimized again. In all optimizations, the two
outermost layers in each cluster were kept fixed. For the transport calculations the Au

Fig. 9.11: Comparison of the torsion angle
ϕ as determined from X-ray measurements
and from DFT calculations in the gas phase
(isolated; XR=H in Fig. 9.1) as well as in the
molecular junctions (CN-TT1, CN-TT2; see
Fig. 9.10).

cluster was extended to 120 (119) atoms
to ensure a proper Fermi-level alignment
of the molecular orbitals. Note that the
shape of the Au electrode clusters in
this section is different from those used
in Section 9.2 and Section 9.4 (compare
Fig. 9.10c and Fig. 9.3). We found that
only atop binding geometries of the CN-
Au contact are stable where N binds only
to a single Au atom. This result is due
to the coordinative nature of the covalent
N-Au bond, which is established by the
nitrogen lone pair. In the following we
will focus on two representative top struc-
tures. In the first one (denoted as CN-
TT1 in Fig. 9.10), the molecule is bound to
a low-coordination-number gold adatom
through a linear CN-Au bond. In the sec-
ond one (denoted as CN-TT2 in Fig. 9.10),
the molecule attaches to a “terrace-type”
gold atom with a higher coordination

number, and the CN-Au angle assumes a value of ∼160°. The binding energies for
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all the molecules in the two geometries are very similar and around 1 eV. We have
determined the binding energies as described in Section 9.2.1 by subtracting the total
energy of the contact geometry from those of the the left and right Au clusters and the
CN-terminated biphenyl.
For the CN-linked molecules we do, in contrast to the thiolated biphenyls (Fig. 9.4),
not observe larger variations of the torsion angle ϕ with respect to the different junc-
tion geometries. Inside the molecular junction ϕ is for both contact geometries basically
identical to the torsion angle of the isolated molecules in the gas-phase (Fig. 9.11).

9.3.3 Transport properties

From the calculated transmission curves we find that, for all contact geometries, the
transport takes place through the tail of the LUMO (off-resonant tunneling). This is
consistent with the results of previous calculations [131, 132] and thermopower mea-
surements [133] in nitrile-terminated molecular junctions. The transmission curves for
the CN-TT2 geometry show an approximately 20 meV broader transmission resonance
at a slightly lower energy (by ∼20 meV) than for the CN-TT1 geometry (see the com-
parison for molecule M3 in the inset of Fig. 9.12a) for all of the molecules. The energy
difference between the first two transmission resonances above the Fermi energy was
found to decrease with increasing torsion angle, which is in agreement with results re-
ported for biphenyl dithiols in Ref. [110].
The computed values of the junction conductances are plotted in Fig. 9.12b as a function
of the square of the cosine of

Fig. 9.12: (a) Transmission as a function of energy (measured with respect to the Fermi
energy, EF) for all of the molecules in the CN-TT2 geometry. The inset shows a compar-
ison of the transmission curves for M3 bound in the CN-TT1 (solid curve) and CN-TT2
(dashed curve) geometries. (b) Computed conductances of M0-M4 and M7 as functions
of cos2 ϕ for the two contact geometries
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the calculated torsion angle. The dashed lines represent the linear fit G = a cos2 ϕ. The
slope for the CN-TT2 geometry (a = 1.44 · 10−2G0) is higher than that obtained for the
CN-TT1 geometry (a = 5.9 · 10−3G0) because a better coupling between the molecular
π-system and the metal states yields a broader resonance in the former case. The com-
puted conductance values are 2 orders of magnitude higher than the experimental ones,
which is mostly due to the underestimation of the HOMO-LUMO gap by DFT [134, 66].
We note that both the experimental and theoretical conductances obtained for the BPDN
family are lower than the values reported for biphenyl dithiols [110]. We find that this is
due to a lower coupling (by a factor of ∼3) in the case of the BPDN derivatives relative
to the biphenyl dithiols, and we attribute this to the presence of one more atom in nitrile
than in thiol, which acts as a spacer.

9.3.4 Transmission channels

To gain further insight into the nature of the transport through these molecules, we also
analyzed the contributions of the individual conduction channels to the total conduc-
tance. In Fig. 9.10a,b we show as example the channel decomposition for M3 in both

Fig. 9.13: (a-d) Energy dependence of the total transmission τ and of the three individual
channels, τ1-τ3, with the largest contribution to τ. (e) The wave-function (isosurface
c = 0.02 au−3/2) of the dominant channel for M3 in CN-TT1 and CN-TT2 is clearly of
π-orbital character. This also holds for the other well-conjugated molecules (M0-M4)
which are not shown here. For M7 in CN-TT1 τ1 and τ2 are twofold degenerate and the
wave-functions are of π-σ and σ-π character (where the isosurface on the second ring
has been scaled by a factor of 4).
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contact geometries. We found that for the well-conjugated molecules, M0-M4, the con-
ductance is dominated by a single channel τ1. This channel is of π-orbital character as
we can see from the wave-function plotted in Fig. 9.13e. There the π- conjugation of
the two phenyl rings proceeds through the anchoring group and couples directly to the
gold electrodes.
For M7 however the π-electron coupling between the two rings is strongly suppressed
because of the almost perpendicular ring orientation. We would expect from the sym-
metry of the isolated molecule that the conductance should be dominated by degenerate
π-σ, σ-π channels. However as already discussed in Section 9.2.4 this degeneracy de-
pends strongly on the symmetry of the whole junction and the coupling strength of the
molecules to the electrodes. From the channel decomposition (Fig. 9.13c) we can see
that for the more symmetric CN-TT1 geometry a twofold degeneracy of τ1 and τ2 can
be observed and that the two channel wave-functions are indeed of π-σand σ-π char-
acter (Fig. 9.13e). For the less symmetric CN-TT2 contact however, the degeneracy is
lifted as visible in Fig. 9.13d.

9.3.5 Conclusion

To conclude, we have studied the conductance of a family of biphenyl derivatives wired
to gold electrodes via nitrile anchoring groups. The well-defined features in the conduc-
tance histograms can be attribute to a site-selective N-Au bond. We observed a decrease
in the single-molecule conductance with increasing torsion angle due to the π-electron
dominated transport, where the transport proceeds through the tail of the LUMO. The
high probability of spontaneously forming gold nitrile bonds, as demonstrated by the
experiments and supported by our theoretical calculations, constitutes another impor-
tant advantage of the nitrile-terminated molecules. These findings indicate that nitrile-
based metal-molecule-metal junctions represent a unique platform for the reliable con-
struction of nanoscale molecular assemblies with very uniform electric properties.
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9.4 Seebeck effect

In this section we will deal with the thermopower Q of sulfur (S), amine (NH2) and
cyano (CN) terminated biphenyl-based molecules connected to Au electrodes. Here we
will consider the molecules M0-M4 and M7 displayed in Fig. 9.1. For each molecule we
studied seven different contact geometries (Fig. 9.14). For S we have chosen the same
three representative binding sites as in Section 9.2, where S is bond covalently [135] ei-
ther to three Au-atoms in hollow position (S-HH), to two Au atoms in bridge position
(S-BB) or to one Au atom in top position (S-TT1). NH2 and CN bind selectively to a
single Au via the nitrogen lone pair, compare Section 9.3 and Refs. [124, 15]. Here we
consider two different top sites for NH2 (NH2-TT1, NH2-TT2) and CN (CN-TT1, CN-
TT2) respectively. The ECC is similar to those studied in Section 9.2 and its construction
follows the procedures given in Section 9.2.1.
In the following Q will be calculated for T = 10 K by means of Eq. (4.36), i.e. by tak-
ing into account the thermal broadening due to the finite temperature. The differences
compared to the values obtained with Eq. (4.38) turn out to be small even at room tem-
perature (T = 300 K). Hence room temperature values can be obtained from the values
at 10 K as Q300K ≈ T ×Q10K/10K.

Fig. 9.14: For S we consider hollow (S-HH), bridge (S-BB) and top (S-TT1) binding sites,
for NH2 and CN we consider binding to a single Au atom in two different top positions
NH2-TT1, CN-TT1 and NH2-TT2, CN-TT2 respectively.

9.4.1 Dependence of the thermopower on the metal-molecule interface

In Table 4 we have summarized the torsion angle ϕ, which is defined as the dihedral an-
gle between the two phenyl rings (Fig. 9.15c), and the thermopower for each molecule
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in the various contact geometries. We notice that the sign of the thermopower is de-
termined by the anchoring group. For the electron-donating S- and NH2-linker groups
[136] the energy of the π-electron system of the molecule is increased and the HOMO
energy is close to EF as we can see in the transmission curves plotted in Fig. 9.17. This
results in hole conduction through the HOMO and Q > 0 [137, 75, 138], in agreement
with previous experimental [17, 139] and theoretical results [26, 140, 141]. In contrast
to this for the electron-withdrawing CN linker group[136] we have electron transport
through the LOMO [132] and Q < 0. Up to now there exist, to our knowledge, no ex-
perimental or theoretical data on the thermopower of cyano terminated biphenyls.
Comparing the absolute value of the thermopower we see in Fig. 9.15 that Q varies
strongly between the contact geometries. For the thiolated molecules we find that the
thermopower for S-BB and S-TT1 is comparable but both are significantly larger than
the values obtained for S-HH. The thermopower shows the same behavior as the con-
ductance of the thiolated molecules, where top and bridge geometries yield much larger
conductance values than those for hollow sites [142, 143, 120]. For the amins NH2-TT1
gives a larger thermopower than NH2-TT2. This is a result of the larger charge transfer
onto the molecule when bound in NH2-TT1 position, which moves the HOMO closer to
EF as compared to NH2-TT2 [144]. The level broadening for NH2 is roughly indepen-
dent of the binding position, as we will see later. Comparing with the thiols we see that
both NH2-linked geometries give rise to a thermopower well below those of S-BB and
S-TT1 but still larger than for S-HH. The CN-linked molecules show the largest absolute
values for the thermopower, whereby molecules in CN-TT1 position are charged more
positive and hence show a smaller Q than the molecules in CN-TT2 position.
Regarding M0 we can compare against previous experimental results. For biphenyl-
diamines a thermopower of QNH2-EXP = 4.9 µV/K (at T = 300 K) was found [139],
which compares reasonable well to our calculated values of QNH2-TT1 = 10.52 µV/K
and QNH2-TT2 = 4.6 µV/K (at T = 300 K). Furthermore recent calculations within a
DFT approach with an approximate self-interaction correction for comparable geome-
tries showed results comparable to ours [145].
For biphenyldithiols the comparison is more difficult as our calculated values vary by
one order of magnitude for the different geometries, from QS-HH = 0.11 µV/K to

S-HH S-BB S-TT1 NH2-TT1 NH2-TT2 CN-TT1 CN-TT2
ϕ Q ϕ Q ϕ Q ϕ Q ϕ Q ϕ Q ϕ Q

M0 35.1 0.002 12.9 1.230 17.9 0.907 32.9 0.343 33.2 0.150 33.1 -2.389 35.3 -1.566
M1 0.3 0.064 0.1 1.313 0.4 1.280 0.2 0.436 0.7 0.201 0.7 -2.281 0.1 -1.423
M2 19.8 0.048 19.3 1.208 17.2 1.266 20.4 0.429 19.1 0.191 19.5 -2.252 20.2 -1.404
M3 42.3 0.032 42.1 1.127 42.0 1.200 46.3 0.382 46.3 0.189 45.1 -1.878 46.4 -1.158
M4 60.7 0.034 53.0 1.006 60.8 0.981 61.6 0.400 58.4 0.158 59.2 -1.657 59.9 -0.938
M7 89.6 0.019 84.0 0.298 83.4 1.378 87.4 0.191 87.3 0.150 89.6 -1.173 89.9 -0.632

Tab. 4: Torsion angles ϕ in units of degrees and the thermopower Q at T = 10 K in units
of µV/K for all the various geometries.
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QS-BB = 40.06 µV/K and QS-TT = 28.08 µV/K (at T = 300 K). They scatter indeed
around the experimental result of QEXP = 13 µV/K [17, 139].

9.4.2 Torsion angle dependence of the thermopower

For M0-M4 the main contribution to the conductance arises from one channel of
π-orbital character see Section 9.2.5 and Refs. [14, 117, 110, 15]. Hence increasing the
torsion angle between the two rings decreases the degree of π-conjugation. If one ne-
glects the doping effects of the side-groups we would expect that the well conjugated
molecules M0-M4 follow [26]

Q ≈ a + b · cos2ϕ. (9.1)

For M7 Eq. (9.1) is not valid however, because at ϕ ' 90◦ the transport proceeds
not through the π-channel but through two degenerate π-σ and σ-π channels as ex-
plained in Section 9.2. Despite the variations of Q with different anchoring groups
and binding positions we observed in the previous section, we see from Fig. 9.15 that
we find a weak but clear cos2ϕ like decrease for M1-M4 in all geometries. M0 is an
exception, however. Although the electron donating effect of the alkyl chains is ex-
pected to be small, it causes a shift to higher Q for M1-M4. To clarify this we calcu-
lated for the isolated gas phase molecules, by means of electrostatic potential fitting
and Löwdin population analysis, the charge transferred from the alkyl side chains to
the two phenyl rings. Both methods yield an overall negative charge on the phenyl
rings which is practically independent of the chain length. Therefore the aligment
of the HOMO level with respect to EF is similar for M1-M4. This gives rise to just
a constant shift towards larger Q for M1-M4, which explains that we can still ob-
serve the cos2ϕ dependence for this series of molecules but M0 must be excluded.
Considering now just the thermopower of molecules with alkyl chains attached (M1-

Fig. 9.15: (a) Evolution of Q with increasing torsion angle ϕ for all contact geometries
The symbols are the calculated Q values and the lines are the curves obtained from
fitting Eq. (9.1) for M1-M4. (b) Zoom to the Q values of S-HH, NH2-TT1 and NH2-TT2
respectively. (c) Definition of the torsion angle ϕ.
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M4), we can fit Eq. (9.1), and define for this series the maximal decrease of Q as the
ratio r = (QM1 − QM4)/(QM1 + QM4). The results are summarized in Table 5.

a [µV/K] b [µV/K] r [%]
S-HH 0.02 0.04 31
S-BB 0.86 0.43 13

S-TT1 0.93 0.37 13
NH2-TT1 0.37 0.06 4
NH2-TT2 0.15 0.05 12
CN-TT1 -1.44 -0.89 16
CN-TT2 -0.81 -0.65 20

Tab. 5: Parameters obtained from fitting the
calculated results in Fig. 9.15 to Eq. (9.1).
r describes the variation of Q between M1
and M4.

We find the largest decrease for S-HH fol-
lowed by CN-TT2, which has a slightly
larger r than CN-TT1, S-BB, S-TT1 and
NH2-TT2, the latter four junctions show
roughly the same r and the smallest r is
found for NH2-TT1. M7 on the one hand
has the largest charge transfer onto the
phenyl rings due to the electron donating
nature of the methyl side-groups, [136,
146], which increases Q. On the other
hand the transport is dominated by rather
badly conducting σ-π and π-σ channels.
Hence M7 is not expected to follow the
cos2 ϕ dependence, and we find that its
absolute values are generally lower than
predicted by the fit with Eq. (9.1). Only for S-TT1 and NH2-TT2 it seems to fit the cos2 ϕ
dependence but this is likely rather coincidentally.

9.4.3 Thermopower within the tight-binding model and the Lorentz model

The sign as well as the absolute value of Q are determined by the alignment ε̃H,L =
εH,L − EF of the HOMO (εH) and LUMO (εL) level with respect to the Fermi energy EF
and the linewidth broadening due to the coupling to the electrodes.

ε0 t Γ ε̃H ε̃L ΓH,L

S-HH -4.40 -2.30 0.70 -1.05 2.25 0.11
S-BB -4.00 -1.90 1.10 -0.36 2.36 0.18

S-TT1 -4.02 -1.95 0.96 -0.42 2.38 0.15
NH2-TT1 -4.30 -2.29 0.60 -0.95 2.35 0.10
NH2-TT2 -4.40 -2.32 0.66 -1.07 2.27 0.10
CN-TT1 -6.10 -2.00 0.14 -2.54 0.34 0.02
CN-TT2 -6.05 -1.99 0.15 -2.48 0.38 0.02

Tab. 6: Position ε̃H,L of the HOMO and
LUMO resonance with respect to EF and the
level broadening obtained from fitting the
TBM to the DFT results in units of eV.

To analyze this further we consider for
M1-M4 the TBM introduced in Section 2
to describe the π-orbital system of the
molecules. An example of the fit for each
linker group is shown in Fig. 9.17. We can
see that the TBM reproduces the transmis-
sion in the energy range of the HOMO-
LUMO gap very well. We find that the pa-
rameters for M1-M4 in the same binding
geometry are basically identical, because
Γ is independent of the specific molecule
and t and ε0 are molecule internal proper-
ties mainly affected by the charge transfer
to the phenyl-rings, which is constant for
the different alkyl chains and therefore just varies for different linker groups and bind-
ing positions, respectively. The obtained fitting parameters are summarized in Table 6.
From the TBM the position of the HOMO and LUMO and hence their alignment ε̃H,L
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Fig. 9.16: Q as a continuous function of ϕ as obtained from the TBM and LM, compared
with the DFT results.

with respect to the Fermi energy can be extracted. In addition, we obtain, as described
in Appendix D, the individual broadening of the different resonances arsing from the
molecular levels described within the TBM. As argued above, the position of the HOMO
and the LUMO resonance with respect to EF is mainly responsible for the differences
of thermopower for the different linkers and binding positions. From Table 6 and
Fig. 9.17 we see that we have clearly HOMO-dominated transport for S- and NH2-linked
molecules and LUMO-dominated transport for CN linkers. Considering ε̃H in Table 6
we find that the HOMO resonance is around 0.6 to 0.7 eV closer to the EF for S-BB and
S-TT1 as compared to S-HH, NH2-TT1 and NH2-TT2 resulting in the much larger Q for
the former two junction geometries. Furthermore, for both NH2 and CN, the broad-
ening is largely independent of the binding position and the difference in Q between
TT1 and TT2 stems mainly from the different alignment of the HOMO and LUMO lev-
els. Using the TBM we can calculate Q as a continuous function of ϕ. We find that this
agrees with the fit of the DFT results to Eq. (9.1) for all the considered junctions, thus
justifying the functional dependence assumed in Eq. (9.1).
The TBM can be related to the often used two-peak Lorentz model (LM) (see Ap-
pendix D) The transmission is then given by Eq. (D.2). The LM describes the trans-
mission in the vicinity of the resonances quite well, but for the off-resonant transport
situation present in this type of molecular junctions, it tends to slightly overestimate
the transmission and to slightly under estimate its slope at the Fermi energy. As shown
in Fig. 9.16, Q obtained from the LM is therefore somewhat smaller compared to the
TBM and DFT results respectively, but still shows the same qualitative behavior which
further supports that a decrease of π-conjugation decreases the absolute value of Q.
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Fig. 9.17: Transmission for M2
obtained from DFT and the fits
for the TBM and the LM.



98 9 BIPHENYL-BASED SINGLE MOLECULE JUNCTIONS

9.4.4 Conclusions

We have studied the thermopower of biphenyl-based single-molecule junctions by
means of ab-initio charge transport calculations. Our analysis showed that one can
have either a positive or negative thermopower for the same molecule by replacing
the anchoring group. A positive thermopower, which indicates hole transport through
the HOMO, was found for molecules which are connected via S or NH2 groups to
the Au electrodes. In contrast to this we predict for CN-linked molecules a negative
thermopower characteristic for electron transport through the LUMO. Different bind-
ing sites, on the contrary, do not affect the sign of Q but lead to variations of absolute
value. For thiolated molecules in a bridge and top binding site Q is about one order
of magnitude larger than Q for molecules bond in hollow position for S linkers. For
NH2 and CN the variations of Q between the two considered top sites is around a fac-
tor of 2. Despite these variations of the thermopower with respect to the properties of
the molecule-metal interface, we observed for all investigated junction configurations
a decrease of Q with increasing ϕ following a characteristic cos2 ϕ law. We propose to
measure the cos2 ϕ dependence of the thermopower by means of biphenyl molecules
where ϕ is adjusted by alkyl chains of different lengths. In this way substituent related
shifts of Q, superimposing the weak cos2 ϕ dependence, can be avoided to a large ex-
tent and are roughly independent of the chain length. Depending on the used anchoring
group, the obtainable variation of Q for the series of biphenyls studied is expected to
be between 10% and 30%. We are convinced that these variations are experimentally
detectable.
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9.5 Summary

In this part we showed that the properties of the metal-molecule interface as well as the
molecular conformation have a large influence on the charge transport properties and
that it is possible to relate to relate features of the experimentally measured conductance
to specific atomistic and chemical properties of the molecular junction.

In Section 8 we showed by means of simulated junction stretching processes that thiol-
linked octane molecules are much more strongly bond to Au electrodes than amine an-
chored octanes. We could relate experimentally observed “kinks” in the opening traces
of ODT to plastic deformation of the electrodes. We observed the formation of an atomic
Au chain upon stretching of the contact. For ODA chain formations are basically absent.
This is also reflected in the binding energy for the S-Au bond (1.76 eV) which is around
twice as large as the binding energy of the N-Au bond (0.92 eV). Furthermore we charac-
terized the vibrational modes observed in the experiment by comparing experimentally
measured to calculated IETS spectra. Thereby we paid special attention to the vibration
between the anchoring group and the Au-electrodes. We found that the vibrational en-
ergy of ν(Au-S) (∼35 meV) remains roughly constant during the opening of the contact,
because the change in S-Au bond length is small. Instead atomic gold chains are pulled
out of the contact during stretching. This behavior is in contrast to the vibrational en-
ergy of the ν(Au-N) mode (29 meV), which experiences a substantial red shift. These
findings further support that the S-Au bond is much stronger than the N-Au bond.

In Section 9.2 biphenyl-dithiol-based molecular gold junctions were studied. The con-
ductance shows large fluctuations for different coordination of the S atom with respect
to the Au-surface. The conductance is one order of magnitude smaller for molecules
bind in hollow position compared to bridge and top sites respectively. We explained
the variation by the smaller overlap and hence the smaller degree of the hybridization
between molecular orbitals with states in the Au-electrodes. The transport takes place
through the tails of the HOMO resonance. For bridge and top bonded molecules the
HOMO resonance is around 0.3-0.4 eV closer to the Fermi energy than for molecules
bond in the hollow position. Besides the coordination of the anchoring groups to the
Au-electrodes also the molecular conformation has a large influence on the conduc-
tance. We showed that the transport is dominated for well conjugated molecules with
ϕ < 80◦ by one channel formed from the delocalized π-electrons. This was visualized
by means of the transmission channel wave-function. We found that the conductance
decreases as cos2 ϕ with increasing ϕ. For perpendicular ring orientation the π-channel
is completely blocked, suppressing the transport strongly. For the weakly bond hollow
geometries we could observe in this case a degeneracy of the dominant π− σ and σ−π
channels for molecules with D2d symmetry. However for the less symmetric and more
strongly hybridized bridge and top geometries this degeneracy is lifted.
Nitrile as an alternative linker between the molecule and the electrodes was investi-
gated in Section 9.3. We confirmed that the experimentally observed well-defined peaks
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in the conductance histograms result from the highly selective coordination of the ni-
trogen atom with respect to the Au-surface. We found that only top geometries are
stable where the nitrogen binds to a single Au atom. We showed for two representa-
tive junctions that the variation of the conductance for the nitriles is much smaller than
for thiolated molecules. Furthermore the conductance proceeds, contrary to the thiols,
through the tails of the LUMO resonance. However the transport is also dominated by
the π-electron system and hence we could observe the characteristic cos2 ϕ dependence
for the well conjugated molecules.
Besides the electric conductance we studied also thermoelectric properties of molecular
junctions. Section 9.4 dealt with the thermopower of biphenyl-based molecular junc-
tions. The absolute value of Q is sensitive with respect to different anchoring groups
but also to the variation of the binding site and the orientation of the linker group with
respect to the Au-surface. For the sign of Q the type of anchoring group plays the deci-
sive role, we showed that S and NH2 linkers give rise to Q > 0, characteristic for hole
transport through the HOMO contrary to, CN where Q < 0 characteristic for electron
transport through the LUMO. By taking into account the doping effects of the side-
groups we showed that Q decreases as cos2 ϕ with increasing torsion angle ϕ. This
variation is rather weak but should be still within experimental resolution
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Part V

Summary

The aim of this thesis was to provide a comprehensive study of the transport mecha-
nisms in atomic and molecular junctions. We tried to cover a broad range of different
systems, and to analyze them from various perspectives on the same theoretical foot-
ing. We focused on the systematical trends across the different classes of systems and
on the underlying physical mechanisms of the charge transport at the nanoscale. This
enabled us to address two of the fundamental question of molecular electronic, the rela-
tion of the atomistic and chemical structure inside the atomic or molecular junctions to
the transport properties and the closely related problem of fabricating single-molecule
circuits with well-defined molecular conductance.

In order to give a consistent description of the charge transport through nano-scale sys-
tems, it was necessary to describe, beside the elastic current, also its inelastic correc-
tions due to electron-phonon interactions within the frame-work of density functional
theory (DFT). The first part of this thesis was therefore concerned with the theoretical
description of the inelastic current. To describe the inelastic current, it was necessary to
calculated accurate electron-phonon coupling constants. We derived analytical formu-
las for the electron-phonon coupling constants to compute them within DFT. Based on
these formulas we implemented their calculation into the quantum chemistry package
Turbomole.

To provide an intuitive picture to interpret the charge transport properties of atomic
and molecular junctions we used the concept of the transmission eigenchannels. Based
on the work by Paulson et al., we generalized their procedure to calculate efficiently
the eigenchannel wave-functions to the case of non-orthogonal basis sets avoiding any
Löwdin transformations..

With the tools developed in the first part of this thesis, we studied the charge transport
through various atomic and molecular junctions. In Part III we dealt with mono-atomic
contacts. We started with the analysis of a 4-atom gold (Au) chain connected to two
Au 〈100〉 electrodes. It served as a test system for the methods developed in the course
of this thesis. In agreement with experiential measurements we found an an elastic
conductance of 1 G0 arising from one transmission channel. We could show that the
according wave-function of σ-character. The IETS spectra showed that mainly longi-
tudinal phonon modes of the Au-chain give rise to corrections to the elastic current.
However, the main focus of Part III was the study of atomic contacts based on the mul-
tivalent metals lead (Pb) and aluminum (Al). We related the valence orbital structure
to their conducting properties. In both metals the current is carried by three dominant
transmission channels. By visualizing the eigenchannel wave-function, we showed that
the s-pz orbitals hybridize to a σ-channel, and the px and py orbitals hybridize to two
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degenerate π- channels, respectively. For Pb all three channels are widely open, con-
trary to Al, where the two π-channels are partially closed for similar 〈111〉 single atom
contacts.
We calculated for both metals the evolution of the conductance upon elongation of the
contact. Jumps in the conductance during the junction closing could be attributed to the
(partial) opening and closing of transmission channels due to atomic rearrangement.
The opening curves for Pb and Al differ qualitatively in the elastic stage before the
contact breaks. For Pb the conductance remains constant with increasing electrode sep-
aration until the rupture of the contact. For Al a monotonic decay of the conductance
with increasing electrode separation was observed.

Furthermore, we simulated the inelastic tunneling spectra (IETS) to analyze the electron-
phonon coupling in multivalent metals. We showed that the vibrational energy of
transversal modes remains constant during the elastic deformation of the contact. Lon-
gitudinal modes, on the other hand, are red shifted with increasing electrode separation
due to an increase of the bond length between Pb and Al atomis, respectively.

Metal-molecule-metal hybrid systems were the second class of molecular junctions we
considered. Linking the molecule in a controlled and reproducible way to the metal
electrodes is presently one of the most important issues in molecular electronics. There-
fore we focused on analyzing the properties of the metal-molecule interface and its in-
fluence on the conductance of aliphatic and aromatic molecules.
Accompanying experiments in the group of Elke Scheer, we explored in Section 8
aliphatic octane-diamine and octane-dithiol molecules connected to gold electrodes. By
comparing the experimental and simulated IETS we could characterize the molecular
vibrations. Special attention was paid to the vibration between the linker groups and
the electrodes. We could provide strong experimental and theoretical evidence that thiol
binds much stronger to gold surfaces than amine.
The influence of the anchoring group on the conduction properties of aromatic biphenyl
molecules was studied in Section 9. For thiol anchoring groups we observed a large in-
fluence of the sulfur binding site on the conductance. The conductance is by one order of
magnitude larger for bridge and top binding positions as compared to hollow sites. We
could explain the variation by the different alignment of molecular levels with respect
to the metal Fermi energy due to different amount of charge transfer at the molecule-
electrode interface. To provide an alternative linker group, which binds more selec-
tively to the gold electrodes, we explored biphenyl-dinitrile based molecular junctions.
We could explain the experimentally observed, well-defined peaks in the conductance
histograms by the highly selective binding of the CN group to single atoms in the gold
electrodes

To summarize we found that the properties of the metal-molecule interface are crucial
for the transport through organic molecule. Thiol-anchored molecules allow to form
stable molecular junctions via their strong covalent bond. On the other hand, their
binding to the gold surface can take place in various coordination sites, making it diffi-
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cult to obtain a well-defined molecular conductance. A promising alternative are nitrile
anchors, which bind highly selectively to single Au atoms in the electrodes, providing
a much better-defined molecular junction conductance.

In addition to the influence of the anchoring groups we also considered the influence of
molecular internal properties on the conductance. In collaboration with the experimen-
tal group of Thomas Wandlowski we explored the conductance properties of biphenyl-
based single molecule junctions. For these aromatic molecules the conductance depends
strongly on the degree of π-conjugation. By means of the channel wave-functions, we
could show that in the well conjugated molecules the current is indeed carried by the
π−electron system. However, at perpendicular ring orientation the π-π channel is
closed, and the transport is dominated by the π-σ coupling between the two rings. For
molecules just weakly coupled to the electrodes, we could relate the molecular symme-
try to the transmission channels. For M7 we observed that transport proceeds through
two degenerate π-σ and σ-π channels.
Besides the electric conductance we studied the thermopower Q of biphenyl-based gold
junctions. We considered three different linker groups, namely sulfur, amine, and nitrile
in different bonding positions. The linker group determines the sign of Q. For thiol and
amine we found Q > 0 and for nitrile Q < 0, respectively. Different binding positions
on the other hand, lead to variations of the absolute value of Q. Irrespective of the ob-
served variations we found that the absolute value of Q decreases weakly as cos2 ϕ with
increasing biphenyl torsion angle ϕ.

Despite the tremendous progress which has been achieved in molecular electronics
in the recent years, the main goal of providing functional units based on molecular
building blocks for nanoscale devices still faces some fundamental problems. However,
many efforts are being made to overcome these problems. It is important that the in-
volved different disciplines of science like chemistry, physics and material science apply
complementary approaches to tackle the problem. In that sense, this work contributed
to solve these problems from the theoretical side of physics.
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A Nonorthogonal basis sets

A.1 Direct and dual basis

In this chapter we discuss the properties of nonorthogonal bases which are used for
example in the LCAO expansion of the KS-orbitals (Eq. (3.13)) in Section 3.1.1 and in
the formulation of the NEGF in Appendix B. As the basis functions used in quantum
chemistry calculations are normally real, we will consider here just the real domain.
However, as discussed in Ref. [147] the generalization to complex basis set is possible.

Let H be a real Hilbert space spanned by the basis {|ei〉} which we call the direct basis
then there exists a dual basis set

{∣∣ei〉} uniquely defined by [147]

〈
ei∣∣ei

〉
=
〈
ei
∣∣ei〉 = δi

j. (A.1)

The closure relation in Rn reads

∑
i

∣∣ei
〉〈

ei∣∣ = ∑
i

∣∣ei〉〈ei
∣∣ = 1. (A.2)

Assuming now that we have the following metric for the direct basis {|ei〉}

Sij =
〈
ei
∣∣ej
〉
, (A.3)

which defines the overlap matrix (S)ij = Sij, permits us to express the closure relation
(Eq. (A.2)) as

∑
ij

∣∣ei
〉
(S−1)ij

〈
ej
∣∣ = 1 (A.4)

and

∑
ij

∣∣ei〉(S)ij
〈
ej∣∣ = 1. (A.5)

From this it follows for the metric of the dual basis that
〈
ei
∣∣ej〉 = (S−1)ij.

For abstract vectors
∣∣ψ〉 inH the scalar products are given by tensors of rank one either

in contravariant representation

ψi =
〈
ei
∣∣ψ〉 (A.6)
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or covariant representation

ψi =
〈
ei∣∣ψ〉. (A.7)

For operators Ĥ inH the scalar products are given, respectively, by tensors of rank two
either in the contravariant representation

Hij =
〈
ei∣∣Ĥ∣∣ej〉, (A.8)

in the covariant representation

Hij =
〈
ei
∣∣Ĥ∣∣ej

〉
(A.9)

or in the mixed representations

Hi
j =

〈
ei∣∣Ĥ∣∣ej

〉
(A.10)

and

H j
i =

〈
ei
∣∣Ĥ∣∣ej〉. (A.11)

If we now introduce the two metric tensors gij = (S)ij and gij = (S−1)ij and contract
over repeated indices (Einstein summation convention) we can write the transformation
between the different representation in a compact form, e.g.

H j
i = Hikgkj = gikHkj = gikHk

l g
l j. (A.12)

Respectively, we can express the three closure relations as

1 =
∣∣ei
〉
δi

j
〈
ej∣∣ = ∣∣ei

〉
gij〈ej

∣∣ = ∣∣ei〉gij
〈
ej∣∣. (A.13)

The representation of
∣∣ψ〉 in Dirac space in the basis {|ei〉} yields

∣∣ψ〉 = ∑
i

ciψ
∣∣ei
〉
= ∑

i

〈
ei∣∣ψ〉∣∣ei

〉
(A.14)

and its components are given by ψj =
〈
ej
∣∣ψ〉 = gjici

ψ.

Now we consider the transformation between two nonorthogonal bases
{∣∣ei

〉}
and{∣∣ẽi

〉}
spanning the same Hilbert space H. Let gij =

〈
ei
∣∣ej
〉

be the metric of
{∣∣ei

〉}
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and g̃ij =
〈
ẽi
∣∣ẽj
〉

the metric of
{∣∣ẽi

〉}
respectively. The transformation laws between the

basis functions can simply be obtained by means of the closure relation (Eq. (A.2))∣∣ẽi
〉
=
∣∣ej
〉

aj
i =

∣∣ej
〉〈

ej∣∣ẽi
〉
,
∣∣ẽi〉 = ∣∣ej〉bi

j =
∣∣ej〉〈ej

∣∣ẽi〉 (A.15)

and

∣∣ei
〉
=
∣∣ẽj
〉

ãj
i =

∣∣ẽj
〉〈

ẽj∣∣ei
〉
,
∣∣ei〉 = ∣∣ẽj〉b̃i

j =
∣∣ẽj〉〈ẽj

∣∣ei〉. (A.16)

Be comparing the expansion coefficients we find the following relations between them
aj

i = b̃i
j and ãj

i = bi
j and by means of the definition of the dual basis we get ãk

i b̃j
k = δ

j
i and

ak
i bj

k = δ
j
i .

In the same way the transformation laws between the matrix elements of an operator Ĥ
are obtained as

H̃ij = ãi
kHkl ãj

l , H̃ij = ak
i Hklal

j (A.17)

and

Hij = ai
kH̃klaj

l , Hij = ãi
kH̃kl ãl

j. (A.18)

The transformations presented above are usually carried out by simple matrix multi-
plications, e.g. the transformation from (H̃)ij = H̃ij to (H)ij = Hij with the coefficient
matrix (A)ij = ai

j is given by

H̃ = A†H A. (A.19)

A.2 Fock space

Following Ref. [147] we now deal with the Fock space F of a fermionic system. Let{∣∣ei
〉}

be a basis of the one-particle Hilbert space H1 of a fermionic system and
{∣∣ei〉}

be its associated dual basis. A complete basis
{

Di
N
}

of a N-particle Hilbert space HN
can be build from all possible tensorial products of antisymmetrized N one-particle
basis states. Furthermore we define H0 as the one-dimensional Hilbert space spanned
by the vacuum state

∣∣0〉, where
∣∣0〉 is chosen to be the direct and the dual basis. Then F

can be constructed from the direct sum of all possible N-particle Hilbert spaces

F =
⊕
N≥0

HN (A.20)

and a basis of F will be given by the union
⋃

N≥0
{

Di
N
}

.
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There vectors with the same number of particles will be nonorthogonal and orthogonal
for different particle numbers. The creation and annihilation operators in F are defined
by

ĉi
∣∣ni
〉
= (−1)

∑
i (1− ni)

∣∣ni + 1
〉

(A.21)

ĉi∣∣ni
〉
= (−1)

∑
i ni
∣∣ni − 1

〉
. (A.22)

Here ∑i stands for all occupied one-particle states with indexes smaller than i. For ĉi
and ĉi the following anticommutation relations hold

{
ĉi, ĉj

}
=
{

ĉi, ĉj
}
= 0 (A.23){

ĉi, ĉj

}
= δi

j. (A.24)

From the definitions of ĉi and ĉi (Eq. (A.21) and Eq. (A.22)), it follows that they are not
Hermitian conjugates to each other. Instead the Hermitian conjugation of the creation
(annihilation) operator in the covariant basis is the annihilation (creation) operator in
the dual basis

(ĉi)
†∣∣ni〉 = (−1)

∑
i ni
∣∣ni − 1

〉
(A.25)

(ĉi)†∣∣ni〉 = (−1)
∑
i (1− ni)

∣∣ni + 1
〉
. (A.26)

The contravariant and covariant operators are related through the metric tensors of the
one-particle basis [147]

ĉi = gij(ĉj)†, ĉi = gij(ĉj)
†. (A.27)

A one-particle operator in second quantization takes the following form in, e.g., the
covariant representation

Ĥ = (ĉi)†Hij ĉj (A.28)

by defining d̂†
i = (ĉi)† and d̂i = ĉi we write

Ĥ = d̂†
i Hijd̂j. (A.29)
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This looks like the familiar representation known for orthogonal basis sets, but with
different anti-commutation rules

{
d̂i, d̂j

}
=
{

d̂†
i , d̂†

j

}
= 0 (A.30){

d̂i, d̂†
j

}
= gij = (S−1)ij. (A.31)

However we recover indeed the orthogonal case for (S−1)ij = δij.

To make the connection to the Green’s function formalism (Appendix B), we expand the
field operators in nonorthogonal basis. The field operators ψ̂†(~r) and ψ̂(~r) are creation
and annihilation operators corresponding to position eigenstates |~r〉, ψ̂†(~r) |0〉 = |~r〉 and
ψ̂(~r) |~r〉 = |0〉. They obey the following commutator relations

{
ψ̂(~r1), ψ̂(~r2)

}
=
{

ψ̂†(~r1), ψ̂†(~r2)
}
= 0 (A.32){

ψ̂(~r1), ψ̂†(~r2)
}
= δ(~r1 −~r2) (A.33)

Expanding |~r〉 in the {|ni〉} basis yields

|~r〉 = ∑
i

∣∣∣ni
〉 〈

ni
∣∣~r〉 (A.34)

= ∑
i

∣∣∣ni
〉

φi(~r), (A.35)

where φi(~r) is the representation of {|ni〉} in position space. By means of (ĉi)†
∣∣0〉 = ∣∣ni〉

we find

ψ̂†(~r) = ∑
i
(ĉi)†φi(~r) (A.36)

= ∑
i

d†
i φi(~r) (A.37)

and

ψ̂(~r) = ∑
i

diφi(~r). (A.38)
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B Nonequilibrium Green’s functions

In this chapter we will introduce the nonequilibrium Green’s function (NEGF) tech-
nique. We consider here just the the nonequilibrium situation. In that sense we show
how we can describe the time evolution of a system out of equilibrium by means of
the Keldysh formalism. The Keldysh formalism allows us to deal with time-dependent
perturbations in a systematic way quite similar to equilibrium perturbation theory. This
general formalism to calculate expectation values of nonequilibrium systems will then
be applied to Green’s functions. We will give the basic definitions of the Green’s func-
tions, and we introduce the relations important for the calculation of nonequilibrium
transport properties through nanosystems. We will, however, not go into detail of the
mathematical background of the Green’s function technique, nor will we present de-
tailed proofs of the introduced relations. Therefore we relate to the literature which
exist on this topic. We find particularly useful Ref. [148] by R. van L. and N. E. Dahlen.
and Ref. [149] by A.P Jouho which give a detailed introduction into the field of NEGF
and the Keldysh formulation. A very instructive introduction to the NEGF technique in
terms of applications to transport through molecular system can be found in the book
on molecular electronics by J.C. Cuevas and E. Scheer [66].

B.1 Time-ordered Green’s functions and perturbation theory

The system under consideration is divided into two parts, a time-independent Hamil-
tonian Ĥ1 = Ĥ0 + Ĥi where Ĥ0 is the Hamiltonian of free particles and Ĥi describes the
interaction between them and a time-dependent perturbation V̂(t)

Ĥ = Ĥ0 + Ĥi + V̂(t). (B.1)

We assume that V̂(t) can be switched on adiabatically at time t = t0 and that for t < t0
the system is in thermodynamic equilibrium, described by the following density matrix

ρ =
e−βĤ1

Tr(e−βĤ1)
, (B.2)

with the inverse temperature β = 1/kBT. The expectation value of an operator Â at a
certain time t > t0 can be expressed as〈

Â
〉
= Tr

{
ρ̂ÂH(t)

}
, (B.3)

where ÂH(t) is given in the Heisenberg picture. To perform a perturbative expansion
with respect to Ĥi and V̂(t) requires to express the above equation in terms of the den-
sity matrix of the non-interacting system Ĥ0 and to denote the operators in terms of cre-
ation and annihilation operators of the non-interaction system as well. For equilibrium
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Fig. B.1: (a) Transformation contour C. (b) Interaction contour Ci. (c) Keldysh contour
with upper C1 and lower C2 branch.

systems this can be achieved by means of the Gell-Mann and Low theorem which en-
sures that if the interaction is switched on adiabatically the initial non-interacting state
is adiabatically coupled to the “interacting state” and when the interaction is adiabati-
cally switched off it returns again to the initial non-interacting state [150, 149, 151, 69].
For non-equilibrium systems, however, the requirement that the systems returns to
its initial state once the interaction is switched off does not hold, because the time-
dependent interaction can induce transitions to excited states which do not necessarily
relax to the initial ground state. To overcome this problem one introduces a “closed time
path”, which avoids the unknown final state by returning to the initial state at t = t0.
Therefore we define the contour ordered Green’s function

G(1, 2) = −i
〈

TC

[
ψH(1)ψ†

H(2)
]〉

. (B.4)

The contour C is defined in Fig. (Fig. B.1a), starts and ends at t0 and passes every point
on the contour just once, the fermionic field operators ψH and ψ†

H (Appendix A.2) are
in the Heisenberg picture and (1) = (x1, t1) is shorthand for the set of the spatial co-
ordinate x1 and a time point t1 on the contour C. The brackets 〈...〉 donate a statistical
average in the sense of Eq. (B.3). In order to apply Wicks theorem, one transforms the
operators to the interaction picture using the non-interacting Hamiltonian Ĥ0. In the
first step one transforms to an interaction picture such that the time-dependent pertur-
bation is separated and G(1, 2) is related to an interacting equilibrium state with respect
to H1. To apply the statistical Wick theorem one performs a second transformation to
an interaction picture with respect to the non-interacting and time-independent Hamil-
tonian H0. The final results reads [149, 69]

G(1, 2) = −i
〈

TC

[
SCi SCψH0(1)ψ

†
H0
(2)
]〉

0
. (B.5)

Here the integrals in

SC = exp
[
−i
∫

C
dτH′H0

(τ)

]
(B.6)

SCi = exp
[
−i
∫

Ci
dτH′H0

(τ)

]
(B.7)
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are defined along the contour C (Fig. B.1a) and Ci (Fig. B.1b), where H′H0
(τ) and the

field-operators ψH0 and ψ̂†
H0

are in the interaction picture with respect to Ĥ0, and the
statistical average 〈...〉0 is performed with respect to the equilibrium density matrix
ρ0 = exp(−βĤ0)/Tr

{
exp(−βĤ0)

}
of the non-interaction system. In Eq. (B.4) we can

now apply the statistical Wick theorem to perform a perturbative expansion [152, 153].
We can extend the two contours to minus and plus infinity, where t0 → −∞ corre-
sponds to neglecting the initial correlations [154] which are not import to us because we
do not consider the transient regime. Extending beyond the largest time up to infinity
is possible due to the unitarity of the time-evolution operator [154]. In this limit C and
Ci are identical. The obtained contour is shown in Fig. B.1c and is called the Keldysh
contour CK, consisting of the upper branch C1 which runs forward in time from −∞ to
∞ and of a lower branch C2 which runs backward in time from ∞ to −∞ [155].

B.2 Keldysh formalism

The definition of the contour-ordered Green’s function (Eq. (B.4)) allows to distinct be-
tween four possible locations of the two time arguments t1 and t2 on the Keldysh con-
tour [149]

G(1, 2) =


Gc(1, 2) t1, t2 ∈ C1

G>(1, 2) t1 ∈ C2, t2 ∈ C1

G<(1, 2) t1 ∈ C1, t2 ∈ C2

Gc̃(1, 2) t1, t2 ∈ C2

. (B.8)

The four different Green’s functions are the time-ordered Green’s function

Gc(1, 2) = −i 〈T [ψH(1)ψH(2)]〉 (B.9)
= −iθ(t1 − t2) 〈ψH(1)ψH(2)〉+ iθ(t2 − t1) 〈ψH(2)ψH(1)〉 , (B.10)

the greater Green’s function

G>(1, 2) = −i 〈ψH(1)ψH(2)〉 , (B.11)

the lesser Green’s function

G<(1, 2) = i 〈ψH(2)ψH(1)〉 (B.12)

and the antitime-ordered Green’s function

Gc̃(1, 2) = −i
〈

T̃ [ψH(1)ψH(2)]
〉

= −iθ(t2 − t1) 〈ψH(1)ψH(2)〉+ iθ(t1 − t2) 〈ψH(2)ψH(1)〉 . (B.13)

The four equations can be grouped in a 2× 2 matrix which defines the Keldysh space

Ğ =

(
Gc G<

G> Gc̃

)
, (B.14)
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we also define the self-energy matrix respectively as

Σ̆ =

(
Σc Σ<

Σ> Σc̃

)
. (B.15)

Due to the arguments presented in the previous section, a perturbative expansion of
G(1, 2) is possible. The following Dyson equation holds [153, 149, 66]

Ğ(1, 2) = ğ(1, 2) +
∫

d3x3

∫
CK

dt3 ğ(1, 3)V(3)Ğ(3, 2)

+
∫

d3x3

∫
CK

dt3

∫
d3x4

∫
CK

dt4 ğ(1, 3)Σ̂(3, 4)Ğ(4, 2), (B.16)

where we have assumed that the non-equilibrium part in Eq. (B.1) can be represented
by a single particle potential V̂(x, t) =

∫
dxψ(x)V(x, t)ψ†(x).

In addition to these four Green’s functions it is convenient in a lot of cases to introduce
some more Green’s functions by forming appropriate linear combinations of the above
functions. Thus we define the retarded Green’s function

Gr(1, 2) = −iθ(t1 − t2)
〈{

ψH(1)ψ†
H(2)

}〉
= θ(t1 − t2)

[
G>(1, 2)− G<(1, 2)

]
(B.17)

and the advance Green’s function

Ga(1, 2) = −iθ(t2 − t1)
〈{

ψH(1)ψ†
H(2)

}〉
= θ(t2 − t1)

[
G<(1, 2)− G>(1, 2)

]
. (B.18)

Since only three of the four Green’s functions are linearly independent, we can introduce
a new set of equations [66]

G̃ =

(
0 Ga

Gr GK

)
, (B.19)

where in addition to the previously introduced Gr and Ga, we have defined the Keldysh
function GK = G< + G> = Gc + Gc̃. A similar representation exist for the self-energy
matrix

Σ̃ =

(
ΣK Σr

Σa 0

)
, (B.20)

with ΣK = Σc + Σc̃ = −(Σ< + Σ>), Σr = Σc + Σ< = −(Σc̃ + Σ>) and Σa = Σc + Σ> =
−(Σc̃ + Σ<).
In the following the integration over intermediate arguments is implicitly assumed.
Eq. (B.16) then reads

Ğ = ğ + ğΣ̆Ğ. (B.21)

By means of Eq. (B.19) and Eq. (B.20) relations between the different Green’s functions
can be derived. We will just state the most important relations here. For their derivation
we refer for example to Refs. [66] and [149]. We have for each element of Eq. (B.19) an
independent Dyson’s equation

Gr,a = gr,a + gr,aΣr,aGr,a (B.22)
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GK = gK + gKΣaGa + grΣrGK + grΣKGa. (B.23)

As G< and G> are of special interest for the calculation of the current through molecular
systems we give in addition their Dyson’s equations

G< = (1 + GrΣr)g<(1 + ΣaGa)−GrΣ<Ga (B.24)

G> = (1 + GrΣr)g>(1 + ΣaGa)−GrΣ>Ga. (B.25)

B.3 Equation of motion for G< and Gr

To derive the equation of motion for G<(t, t′) and Gr(t, t′) we first express the field
operators in Eq. (B.12) and Eq. (B.17) in second quantization by means of Eq. (A.33)

G<
ij = i

〈
d†

j (t
′)di(t)

〉
(B.26)

Gr
ij = −iθ(t− t′)

〈{
di(t)dj(t′)

}〉
(B.27)

We will need the time derivative of the creation d†
i and annihilation di operators. How-

ever, we have to take into account the nonorthogonal basis. In the following the system
is described by an effective single particle Hamiltonian of the form given in Eq. (4.1).
The time evolution is determined by the Heisenberg equation of motion. Thus, one
finds

∂

∂t
di = [di, H] = ∑

kl
(S−1)ikHkldl (B.28)

and
∂

∂t
d†

i =
[
d†

i , H
]
= −∑

kl
d†

k Hkl(S−1)li. (B.29)

The time derivative of G<(t, t′) with respect to t is than given by

ih̄
∂

∂t
G<

ij (t, t′) = i
〈

d†
j (t
′)

∂

∂t
di(t)

〉
= ∑

kl
(S−1)ikHkl

〈
d†

j (t
′)dl(t)

〉
(B.30)

= ∑
kl
(S−1)ikHklG<

l j (t, t′) (B.31)

and for t′ by

−ih̄
∂

∂t′
G<

ij (t, t′) = i
〈

d†
j (t
′)

∂

∂t′
di(t)

〉
= ∑

kl

〈
d†

j (t
′)dl(t)

〉
Hlk(S−1)ki (B.32)

= ∑
kl

G<
ik (t, t′)Hkl(S−1)l j (B.33)
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respectively. Writing the above equation in matrix from and multiplying with S from
the left or right yields

ih̄
∂

∂t
SG<(t, t′) = HG<(t, t′) (B.34)

and
−ih̄

∂

∂t′
G<(t, t′)S = G<(t, t′)H. (B.35)

As we will need the explicit matrix with respect to L,C and R later (see Sec. Section 4.1),
we rewrite them in block matrix form according to L,C and R

ih̄
∂

∂t

 SLCG<
CL + SLLG<

LL SLCG<
CC + SLLG<

LC SLCG<
CR + SLLG<

LR
SCCG<

CL + SCLG<
LL + SCRG<

RL SCCG<
CC + SCLG<

LC + SCRG<
RC SCCG<

CR + SCLG<
LR + SCRG<

RR
SRCG<

CL + SRRG<
RL SRCG<

CC + SRRG<
RC SRCG<

CR + SRRG<
RR


=

 HLCG<
CL + HLLG<

LL HLCG<
CC + HLLG<

LC HLCG<
CR + HLLG<

LR
HCCG<

CL + HCLG<
LL + HCRG<

RL HCCG<
CC + HCLG<

LC + HCRG<
RC HCCG<

CR + HCLG<
LR + HCRG<

RR
HRCG<

CL + HRRG<
RL HRCG<

CC + HRRG<
RC HRCG<

CR + HRRG<
RR

 (B.36)

−ih̄
∂

∂t′

 G<
LCSCL + G<

LLSLL G<
LCSCC + G<

LLSLC + G<
LRSRC G<

LCSCR + G<
LRSRR

G<
CCSCL + G<

CLSLL G<
CCSCC + G<

CLSLC + G<
CRSRC G<

CCSCR + G<
CRSRR

G<
RCSCL + G<

RLSLL G<
RCSCC + G<

RLSLC + G<
RRSRC G<

RCSCR + G<
RRSRR


=

 G<
LC HCL + G<

LL HLL G<
LC HCC + G<

LL HLC + G<
LR HRC G<

LC HCR + G<
LR HRR

G<
CC HCL + G<

CL HLL G<
CC HCC + G<

CL HLC + G<
CR HRC G<

CC HCR + G<
CR HRR

G<
RC HCL + G<

RL HLL G<
RC HCC + G<

RL HLC + G<
RR HRC G<

RC HCR + G<
RR HRR

 . (B.37)

For Gr(t, t′) we obtain in the same way

ih̄
∂

∂t
Gr

ij(t, t′) = δ(t− t′)[S−1]il + ∑
kl
[S−1]ikHklGr

lj(t, t′). (B.38)

Multiplying the above equation from the left with S and writing the equation in matrix
form yields [

ih̄S
∂

∂t
− H

]
Gr(t, t) = 1δ(t− t′). (B.39)

B.4 Perturbation theory for the lead coupling

Here we derive a explicit formula for the central part of Gr, which appears in the equa-
tion for the current (Eq. (4.16)). The coupling to the leads is treated as a single particle
perturbation of the central part. Assuming that we are in a steady state of the system
we can Fourier transform the equation of motion for Gr (Eq. (B.39))

[E+S− H]Gr(E) = 1, (B.40)

where E+ = E + iη with a small broadening η = 0+. (Implicitly we take the limit η → 0
at appropriate situations during the calculations.) Considering the definition of H and
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S (Eq. (4.2)) we can write [26] E+SLL − HLL E+SLC − HLC 0
E+SCL − HCL E+SCC − HCC E+SRC − HRC

0 E+SCR − HCR E+SRR − HRR

 GLL GLC GLR
GCL GCC GCR
GRL GRC GRR

 =

 1LL 0 0
0 1CC 0
0 0 1RR

 . (B.41)

Now we will tread the couplings of the central part C to the left and right leads (X =
L, R) as perturbation

tCX = HCX − ESCX = (tXC)
T . (B.42)

The Green’s function for the central system can be directly obtained from the matrix
equation (Eq. (B.39))

Gr
CC(E) = (E+SCC − HCC − Σr

L(E)− Σr
R(E)) (B.43)

Σr
X(E) = tCXgr

XX tXC, (B.44)

where we have defined the self-energies Σr
X and the free Green’s functions gr

XX of the
leads. The Green’s functions are formally given by

gr
XX =

(
E+SXX − HXX

)−1 , (B.45)

but one has to keep in mind that we are describing a infinite system and gr
XX are semi-

infinitely dimensional matrices which cannot be calculated directly. Due to the finite-
range couplings tCX, we model them as surface Green’s functions describing the semi-
infinite leads as finite effective surfaces. For details about their calculations within the
cluster-based transport formalism we refer to Ref. [26].

C Wide-band limit for the inelastic current

The calculation of the inelastic current requires to evaluate (numerically) two dimen-
sional energy integrals over the whole energy range from minus infinity to plus infinity.
Hence, it is computationally a very cumbersome task and practically extremely time-
consuming. Therefore we consider the so called wide-band limit (WBL). It takes advan-
tage of the fact that in the energy window around EF relevant for transport, is typically
of the order of eU + kBT, with U = 50 meVand T = 10 K, while the scale on which
the density of states of the gold leads vary is of the order of several eV. Therefore we
assume that we can evaluate all electronic Green’s functions at the Fermi energy.



C.1 Useful integrals and relations 117

Furthermore, we will not consider the renormalization of the phonon density of states
(DOS) and use the DOS of free phonons as an approximation

ρα(ε) =
1
π

(
η/2

(ε− εα)2 + η2/4
− η/2

(ε + εα)2 + η2/4

)
(C.1)

In the expression we keep η > 0 finite to describe the broadening of the phonons due to
their coupling to the leads. This leads then also to the approximation of the full phonon
Green’s function Dr

α(ε) by the free propagators

Dr
α(ε) ≈ dr

α(ε) =
2εα

ε2 − ε2
α + iηε− η2/4

, (C.2)

where we keep η finite again.

Before deriving the current formulas in the WBL we will give some analytical solutions
to integrals over Fermi functions and present some other useful relations between Fermi
and Bose functions.

C.1 Useful integrals and relations

In the following chapter we will encounter improper energy integrals over Fermi func-
tions, which can be calculated analytically. The most important relations are summa-
rized here. First we state some important indefinite integrals

∫
dx

1
ex−a + 1

=
∫

dx
ea

ex + ea =
∫

du
1
u
· ea

u + ea

=
∫

du
1
u
− 1

ea + u
= ln(u)− ln(ea + u) = x− ln(ea + ex) + c,

∫
dx

1
ex−a + 1

= x− ln(ea + ex) + c, (C.3)

∫
dx

1
ex−a + 1

· 1
ex−b + 1

=
∫

dx
ea

ex + ea ·
eb

ex + eb =
∫

du
1
u

ea

u + ea ·
eb

u + eb

=
∫

du

(
1
u
+

eb

(ea − eb)(u + ea)
− ea

(ea − eb)(u + eb)

)

= x +
eb

(ea − eb)
ln(ex + ea)− ea

(ea − eb)
ln(ex + eb) + c,
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and

∫
dx

1
ex−a + 1

· 1
ex−b + 1

= x +
eb

(ea − eb)
ln(ex + ea)− ea

(ea − eb)
ln(ex + eb) + c. (C.4)

With the help of these indefinite integral we can obtain the following improper energy
integrals over the Fermi functions

∞∫
−∞

dx
1

ex−a + 1
− 1

ex−b + 1
= a− b, (C.5)

∞∫
−∞

dx
1

ex−a + 1

(
1− 1

ex−b + 1

)
=

a− b
1− eb−a , (C.6)

and

∞∫
−∞

dx
1

ex−a + 1

(
1

ex−b + 1
− 1

ex−c + 1

)
=

a− c
1− eb−a −

a− b
1− eb−a . (C.7)

For Bose distribution like functions the following relation holds

n(−x) =
1

e−x − 1
= −1− 1

ex − 1
= −1− n(x). (C.8)

C.2 Current formulas in the Wide-band limit

The current formulas in the lowest order expansion given by the Eq. (4.52), Eq. (4.53)
and Eq. (4.54) can be brought into the following form [22]

I0
el = G0

∫
dεT0(ε) ( fL(ε)− fR(ε)) (C.9)

δI0
el = G0 ∑

α

{∫
dε ∑

σ=±1
σ

∞∫
0

dω1ρα(ω1)
[

Tec
σα(ε, ω1) + TecL

σα (ε, ω1) fL(εσ) + TecR
σα (ε, ω1) fR(εσ)

]
× ( fL(ε)− fR(ε)) +

∫
dε
(
−JL

α (ε)− JR
α (ε) + T I I

α (ε)
[

J I IL
α + J I IR

α

])
( fL(ε)− fR(ε))

}
(C.10)
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Iinel = G0 ∑
α

{∫
dε ∑

σ=±1
σ

∞∫
0

ρα(ω1)Tin
σα(ε, ω1)

(
Nα(σω1) fL(ε) [1− fR(εσα)] +

Nα(−σω1) fR(εσα) [1− fL(ε)]
)}

. (C.11)

where εσ = ε + σω1 and ∑
α

runs over all (non zero) vibrational modes. The energy

dependent transmission functions are defined as follows

T0(ε) = Tr [Gr(ε)ΓR(ε)Ga(ε)ΓL(ε)] (C.12)

Tec
σα(ε, ω1) = 2Re Tr [Gr(ε)ΓR(ε)Ga(ε)ΓL(ε)Gr(ε)λαGr(εσ)λ

α] (C.13)

TecL
σα (ε, ω1) = Im Tr [Gr(ε)ΓR(ε)Ga(ε)ΓL(ε)Gr(ε)λαGr(εσ)ΓL(εσ)Ga(εσ)λ

α] (C.14)

TecR
σα (ε, ω1) = Im Tr [Gr(ε)ΓR(ε)Ga(ε)ΓL(ε)Gr(ε)λαGr(εσ)ΓR(εσ)Ga(εσ)λ

α] (C.15)

Tin
σα(ε, ω1) = Tr [Gr(εσ)ΓR(εσ)Ga(εσ)λ

αGa(ε)ΓL(ε)Gr(εσ)λ
α] (C.16)

T I I
α (ε, ω1) = 2Re Tr [Gr(ε)ΓR(ε)Ga(ε)ΓL(ε)Gr(ε)λα] (C.17)

The factors JL
α (ε) and JR

α (ε) are given by the energy integrals

JL
α (ε) =

1
π

∫
dω1Re [Dr

α(ω1)] T JL
α (ε, ω1) fL(ε−ω1), (C.18)

JR
α (ε) =

1
π

∫
dω1Re [Dr

α(ω1)] T JR
α (ε, ω1) fR(ε−ω1) (C.19)

with

T JL
α (ε, ω1) = ReTr [Gr(ε)ΓR(ε)Ga(ε)ΓL(ε)Gr(ε)λαGr(ε−ω1)ΓL(ε−ω1)Ga(ε−ω1)λ

α]
(C.20)

T JR
α (ε, ω1) = ReTr [Gr(ε)ΓR(ε)Ga(ε)ΓL(ε)Gr(ε)λαGr(ε−ω1)ΓR(ε−ω1)Ga(ε−ω1)λ

α]
(C.21)

and the factors J I IL
α (ε) and J I IR

α (ε) are given by

J I IL
α =

Dr
α(0)
2π

∫
dω1T J I IL

α (ω1) fL(ω1) (C.22)
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J I IR
α =

Dr
α(0)
2π

∫
dω1T J I IR

α (ω1) fR(ω1) (C.23)

with
T J I IL

α (ω1) = Tr[Gr(ω1)ΓL(ω1)Ga(ω1)λ
α] (C.24)

T J I IR
α (ω1) = Tr[Gr(ω1)ΓR(ω1)Ga(ω1)λ

α]. (C.25)

The distribution function

Nα(ε) = −
1
2

ImΠ+−
α (ε) + n(ε)ηε/εα

ImΠr
α(ε)− ηε/(2εα)

(C.26)

takes the nonequilibrium occupation of the phonons into account.

Considering now the current formulas Eq. (C.9)-Eq. (C.11) in WBL gives

I0
el = G0T0(EF)

∫
dε ( fL(ε)− fR(ε)) , (C.27)

δI0
el = G0 ∑

α

{ ∞∫
0

dω1ρα(ω1)

(
Tec

α (EF) [N(ω1)− N(−ω1)]
∫

dε ( fL(ε)− fR(ε)) +

TecL
α (EF)

∫
dε ( fL(ε + ω1)− fL(ε−ω1)) ( fL(ε)− fR(ε)) +

TecR
α (EF)

∫
dε ( fR(ε + ω1)− fR(ε−ω1)) ( fL(ε)− fR(ε))

)
+

− 1
π

T JL
α (EF)

∫
dω1Re [Dr

α(ω1)]
∫

dε fL(ε−ω1) ( fL(ε)− fR(ε)) +

− 1
π

T JR
α (EF)

∫
dω1Re [Dr

α(ω1)]
∫

dε fR(ε−ω1) ( fL(ε)− fR(ε)) +

T I I
α (EF)

[
J I IL
α + J I IR

α

] ∫
dε ( fL(ε)− fR(ε)) (C.28)

IL
inel = G0 ∑

α

{ ∞∫
0

ρα(ω1)Tin
α (EF)×

(
Nα(ω1)

∫
dε fL(ε) [1− fR(ε + ω1)]−

Nα(−ω1)
∫

dε fL(ε) [1− fR(ε−ω1)] + Nα(−ω1)
∫

dε fR(ε + ω1) [1− fL(ε)]−

Nα(ω1)
∫

dε fR(ε−ω) [1− fL(ε)]

)
(C.29)
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What remains to be calculated after taking the transmission functions just at EF are inte-
grals over different products of Fermi functions for which we can evaluate one energy
integration analytical. The Fermi-functions are defined

fL,R(ε) =
1

e(ε−µL,R)β + 1

with µL,R = EF ±
eV
2

and β =
1

kT
. Explicitly we have the following integrals

∫
dε ( fL(ε)− fR(ε)) = µL − µR = U, (C.30)

∫
dε ( fL(ε + ω1)− fL(ε−ω1)) [ fL(ε)− fR(ε)] =

µL −ω1 − µR

1− eβ(µR−(µL−ω1)
− −ω1

1− eβ(µL−(µL−ω1)
− µL + ω1 − µR

1− eβ(µR−(µL+ω1)
+

ω1

1− eβ(µL−(µL+ω1)
=

(ω1 −U)n(ω1 −U)−ω1n(ω1) + (ω1 + U)n(−(U + ω1))−ω1n(−ω1) =

(ω1 −U)n(ω1 −U)−ω1n(ω1) + (U + ω1)(−1− n(U + ω1))−ω1(−1− n(ω1)) =

−U + (ω1 −U)n(ω1 −U)− (ω1 + U)n(ω1 + U) (C.31)

∫
dε ( fR(ε + ω1)− fR(ε−ω1)) [ fL(ε)− fR(ε)] =

−ω1

1− eβ(µR−(µR−ω1)
− µR −ω1 − µL

1− eβ(µL−(µR−ω1)
− ω1

1− eβ(µR−(µR+ω1)
+

µR + ω1 − µL

1− eβ(µL−(µR+ω1)
=

ω1n(ω1)− (ω1 + U)n(ω1 + U) + ω1n(−ω1)− (ω1 −U)n(−(ω1 −U))

ω1n(ω1)− (ω1 + U)n(ω1 + U) + ω1(−1− n(ω1))− (ω1 −U)(−1− n(ω1 −U))

−U + (ω1 −U)n(ω1 −U)− (ω1 + U)n(ω1 + U) (C.32)

∫
dε fL(ε−ω1)[ fL(ε)− fR(ε)] =

µL + ω1 − µR

1− eβ(µR−(ω1+µL))
− ω1

1− e−βω1
=

−(ω1 + U)n(−ω1 −U) + ω1n(−ω1) =

(ω1 + U) + (ω1 + U)n(ω1 + U)−ω1 −ω1n(ω1) =

U + (ω1 + U)n(ω1 + U)−ω1n(ω1) (C.33)

∫
dε fR(ε−ω1)[ fL(ε)− fR(ε)] =

ω1

1− e−βω1
− µR + ω1 − µL

1− eβ(µL−(ω1+µR)
=

−ω1n(−ω1) + (ω1 −U)n(−ω1 + U)
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∫
dε fL(ε) [1− fR(ε + ω1)] =

µL − (µR −ω1)

1− eβ((µR−ω1)−µL)
= −(ω1 + U)n(−U −ω1) =

(ω1 + U) + (ω1 + U)n(ω1 + U) (C.34)

∫
dε fL(ε) [1− fR(ε−ω1)] =

µL − (µR + ω1)

1− eβ((µR+ω1)−µL)
= (ω1 −U)n(ω1 −U) (C.35)

∫
dε fR(ε + ω1) [1− fL(ε)] =

(µR −ω1)− µL

1− eβ(µL−(µR−ω1))
= (ω1 + U)n(ω1 + U) (C.36)

∫
dε fR(ε−ω1) [1− fL(ε)] =

(µR + ω1)− µL

1− eβ(µL−(µR+ω1))
= −(ω1 −U)n(−(ω1 −U))

= (ω1 −U) + (ω1 −U)n(ω1 −U) (C.37)

Using the integrals above and the relation for the distribution function N(−ε) = −1−
N(ε) in the expressions for the current we find

I0
el = G0T0(EF)U (C.38)

δI0
el = G0 ∑

α

{ ∞∫
0

dω1ρα(ω1)

(
Tec

α (EF) [2N(ω1) + 1]U+

(
TecL

α (EF) + TecR
α (EF)

)
((ω1 −U)n(ω1 −U)− (ω1 + U)n(ω1 + U)−U)

)
− 1

π
T JL

α (EF)
∫

dω1Re [Dr
α(ω1)] (U + (ω1 + U)n(ω1 + U)−ω1n(ω1)) (C.39)

− 1
π

T JR
α (EF)

∫
dω1Re [Dr

α(ω1)] ((ω1 −U)n(−ω1 + U)−ω1n(−ω1)) (C.40)

T I I
α (EF)

[
J I IL
α + J I IR

α

] ∫
dε ( fL(ε)− fR(ε))
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Iinel = G0 ∑
α

{
Tin

α (EF)

∞∫
0

ρα(ω1)

(
Nα(ω1) ((ω1 + U) + (ω1 + U)n(ω1 + U))

−(−1− Nα(ω1))(ω1 −U)n(ω1 −U) + (−1− Nα(ω1))(ω1 + U)n(ω1 + U)

−Nα(ω1) ((ω1 −U) + (ω1 −U)n(ω1 −U))

)
=

G0 ∑
α

{
Tin

α (EF)

∞∫
0

ρα(ω1) (2N(ω1)U + (ω1 −U)n(ω1 −U)− (ω1 + U)n(ω1 + U)) .

(C.41)

The integrals in Eq. (C.39) and Eq. (C.40) in δI0
el can be further simplified. In the integral

Eq. (C.39) we note that the term
∫

dω1Re [Dr
α(ω1)] = 0 vanishes and thus∫

dω1Re [Dr
α(ω1)] (U + (ω1 + U)n(ω1 + U)−ω1n(ω1)) =∫

dω1Re [Dr
α(ω1)] ((ω1 + U)n(ω1 + U)−ω1n(ω1)) . (C.42)

In integral Eq. (C.40) we substitute ω̃1 = −ω1 and use that Re [Dr
α(ω1)] = Re [Dr

α(−ω1)]
is a symmetric function

∞∫
−∞

dω1Re [Dr
α(ω1)] ((ω1 −U)n(−ω1 + U)−ω1n(−ω1)) =

−
−∞∫
∞

dω̃1Re [Dr
α(ω̃1)] ((−ω̃1 −U)n(ω̃1 + U) + ω̃1n(ω̃1)) =

−
∞∫
−∞

dω1Re [Dr
α(ω1)] ((ω1 + U)n(ω1 + U)−ω1n(ω1)) . (C.43)

Now we can combine the two integrals which gives a more compact form for δI0
el. The

last term given by
[

J I IL
α + J I IR

α

]
turns out to be the most complicated one, because it

is not well defined in the WBL. However, it can be approximated by the equilibrium
density matrix ρ

J I IL
α + J I IR

α ≈ Dr
α(0)
2π

Tr[ρλα]. (C.44)

Additionally we need an expression for the distribution function Nα(ε) in the WBL. The
full energy-dependent distribution function is given by [22]

Nα(ε) = −
1
2

ImΠ+−
α (ε) + n(ε)ηε/εα

ImΠr
α(ε)− ηε/(2εα)

(C.45)
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with the phonon polarization functions

Πr
α(ε) =

−i
2π

∫
dω1Tr

[
λαG̃<(ω1 + ε)λαG̃a(ω1) + λαG̃<(ω1 − ε)λαG̃(ω1)

]
(C.46)

Π+−
α (ε) =

i
2π

∫
dω1Tr

[
λαG̃<(ω1)λ

αG̃>(ω1 − ε)
]

. (C.47)

In WBL one finds the following expressions

ImΠr
α(ε) = −

1
π

ε Tr[λαImG̃rλαImG̃r]
∣∣
EF

(C.48)

ImΠ+−
α (ε) =

1
2π

[
TΠLR(EF) ((ε + U)n(ε + U) + (ε−U)n(ε−U))(
TΠLL(EF) + TΠRR(EF)

)
εn(ε)

]
(C.49)

with
TΠLR(ε) = Tr[λαG̃r(ε)ΓL(ε)G̃a(ε)λαG̃r(ε)ΓR(ε)G̃a(ε)] (C.50)

TΠLL(ε) = Tr[λαG̃r(ε)ΓL(ε)G̃a(ε)λαG̃r(ε)ΓL(ε)G̃a(ε)] (C.51)

TΠRR(ε) = Tr[λαG̃r(ε)ΓR(ε)G̃a(ε)λαG̃r(ε)ΓR(ε)G̃a(ε)]. (C.52)

The final expressions for I0, δI0
el and Iinel are

I0
el = G0T0(EF)U, (C.53)

δI0
el = G0 ∑

α

{ ∞∫
0

ρα(ω1)

(
Tec

α (EF) [2N(ω1) + 1]U+

(
TecL

α (EF) + TecR
α (EF)

)
((ω1 −U)n(ω1 −U)− (ω1 + U)n(ω1 + U)−U)

)
+

− 1
π

(
T JR

α (EF)− T JL
α (EF)

) ∫
dω1Re [Dr

α(ω1)] (ω1n(ω1)− (ω1 + U)n(ω1 + U)) +

T I I
α (EF)

Dr
α(0)
2π

Tr[ρλα]U, (C.54)

Iinel = G0 ∑
α

{
Tin

α (EF)

∞∫
0

ρα(ω1) (2N(ω1)U + (ω1 −U)n(ω1 −U)− (ω1 + U)n(ω1 + U)) .

(C.55)



125

D Relation between the tight-binding and Lorentz model

The Lorentz model (LM) is frequently used to describe the transmission in the field of
molecular electronics. Typically, a Lorentzian function is fitted to the resonance domi-
nating the transmission at the Fermi energy. Here, we discuss, in which situation the
LM coincides with the TBM.
We consider the non-Hermitian eigenvalue problem (Ĥ + Σ̂r)|µ〉 = λµ|µ〉 with λµ =

εµ + iγµ, the symmetric and Hermitian Hamilton operator Ĥ , and the symmetric, but
non-Hermitian retarded self-energy operator Σ̂r = Σ̂r

L + Σ̂r
R composed of contributions

from the L and R electrodes. By 〈µ̃| we denote the left eigenstate with the same eigen-
value λµ as the corresponding right eigenstate |µ〉, i.e. 〈µ̃|(Ĥ + Σ̂r) = λµ〈µ̃| . The C
region is assumed to be identical to the molecule in the TBM (see Fig. 9.6a). Using
the spectral decomposition of the Green’s function in the expression for the energy-
dependent transmission τ(E) (see Eq. (4.24) and Eq. (4.25)), we obtain

τ(E) = ∑
µ,ν

〈µ̃|Γ̂L|ν〉〈ν̃|Γ̂R|µ〉
(E− εµ − iγµ)(E− εν + iγν)

, (D.1)

where the sum is over all those eigenstates |µ〉 of the biphenyl which obtain a finite
linewidth γµ 6= 0 by the coupling to the electrodes and which hence contribute to the
transport.
Let us now make the wide-band approximation and consider the energy-independent
expression Σ̂r = −i(Γ̂L + Γ̂R)/2 to be a small perturbation. Within lowest-order per-
turbation theory we obtain λµ = ε0

µ + iγµ with Ĥ|µ0〉 = ε0
µ|µ0〉 and γµ = 〈µ0|Σ̂r|µ0〉.

Additionally, we assume a symmetric coupling (ΓL)αα = (ΓR)ωω = Γ , where the in-
dices α, ω refer to those atoms of the biphenyl backbone which are closest to the L,R
electrodes (see Fig. 9.6a) and where local basis states are understood to be orthogonal
in the spirit of the Hückel approximation. By exploiting the inversion symmetry of the
TBM, it follows that γµ = 〈µ0|Γ̂X|µ0〉 since M̂2 = 1̂, M̂ĤM̂ = Ĥ, and M̂Γ̂LM̂ = Γ̂R with
the operator M̂ = M̂† describing the inversion of the molecule.
The perturbation theory is valid in the regime Γ� t, where t determines the separation
between the resonance energies εµ relevant for transport. When they are well separated,
the largest contributions to the transmission in Eq. (D.1) arise when µ = ν , since cross-
terms are suppressed by a large off-resonant denominator. In this case the transmission
is well represented as the sum of incoherent Lorentz resonances

τ(E) ≈∑
µ

γ2
µ

(E− εµ)2 + γ2
µ

, (D.2)

and the TBM simplifies to the LM.
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BPDT biphenyl-dithiol
CPKS coupled perturbed Kohn-Sham theory
DFT density functional theory
DOS density of states
GGA generalized gradient approximation

HOMO highest occupied orbital
IETS inelastic electron tunneling spectroscopy
KS Kohn-Sham

KSF Kohn-Sham-Fock
LCAO linear combination of atomic orbitals
LDA local density approximation
LM Lorentz model

LUMO lowest unoccupied orbital
MCBJ mechanical controlled break junction
NEGF nonequilibrium Green’s functions
ODA octance-diamine
ODT octance-dithiol
TBM tight binding model
WBL wide-band limit
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